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Abstract—Using chaotic signals in spread-spectrum communications has a few clear advantages over traditional approaches. Chaotic signals are non-periodic, wide-band, and more difficult to predict, to reconstruct, and to characterize than periodic carriers. These properties of chaotic signals make it more difficult to intercept and decode the information modulated upon them. In this paper, we introduce modifications on DCSK to enhance the privacy by eliminating the similarity in the output samples by a chaotic mask, and faster by reducing the delay time. We analyze then the performance of the proposed modulation for different parameters and by comparison with other variants of DCSK.
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I. INTRODUCTION

The chaotic signal based UWB system [1] was proposed to satisfy the requirement of the IEEE 802.15.4a standard for low power consumption, low complexity, and low data rate communication. Many chaos-based communication schemes have been proposed and studied in recent years, including chaos masking [2, 3], chaotic switching or chaos-shift-keying (CSK) [4, 5], differential CSK (DCSK) [6] and frequency modulated DCSK (FM-DCSK) [7]. Among the digital communication techniques proposed, CSK and DCSK are the most widely studied [8, 9]. In DCSK, each bit duration is divided into two equal slots. In the first slot, a reference chaotic signal is sent. Dependent upon the symbol being sent, the reference signal is either repeated or multiplied by the factor “-1” and transmitted in the second slot.

However, some disadvantages in the modulation DCSK make it less secure than other chaos-based communications schemes: there are similarity between data and reference, so the information and the bit rate can be guessed easily. In [10], Francis et al have proposed a method to eliminate this similarity, which is the "permutation-based DCSK" or "P-DCSK". Another drawback of the DCSK system is the difficulty of implementing long delay line. To deal with that, Lee et al have proposed in [11] a method to reduce the delay by dividing a bit interval into S slots and the method is called the "reduced-delay DCSK".

In this paper, we propose to keep on the modification in [11], that is to reduce the delay, and mask the output with a chaotic signal to eliminate the similarity. We call this method: the "Reduced-Delay-Masked DCSK" (RDM-DCSK).

II. THE DIFFERENTIAL CHAOS SHIFT KEYING DCSK

In Differential Chaos Shift Key (DCSK) one half of the transmitted symbol is a reference chaotic waveform, and the second half of the transmitted symbol is the modulated reference, as illustrated in Figure 1. The advantage in using differential chaos shift keying is that in the case of severe channel distortions, both the reference portion and the message portion of the transmitted symbol undergo the same kind of distortion. Also, coherent detectors require synchronization between transmitter and receiver, and synchronization is susceptible to noise. The use of DCSK does not require the receiver to synchronize to the transmitter.

![Fig. 1. Differential Chaotic Shift Key. The first half of the symbol is used as a reference, while the second half is a modulated version of the reference.](image)

In the case of transmitting a binary information ±1, the operation of the DCSK modulator is illustrated in Figure 2. For every bit of information, the transmitter outputs a chaotic sequence \( x_i \) of length \( M \) followed by the same sequence \( b_i = \pm 1 \) multiplied by the information signal, where \( i \) is the bit counter (see Figure 3). Thus, the transmitted signal for a single bit is given by:

\[
s_i = \begin{cases} 
  x_i, & 0 < i < M \\
  b_i x_{i-M}, & i \geq M 
\end{cases}
\]  

(1)
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![DCSK operation in the transmitter](image)

In order to recover the information, the received signal \( r_i \) is multiplied by the received signal delayed by \( M_r t - M \). The product is then averaged over the spreading sequence length \( M \).

The output of the correlator can be written as
\[ S = \sum_{i=M}^{2M} r_i r_{t-M} \]

The operation of the DCSK demodulator is illustrated in Figure 4.
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![DCSK operation in the receiver](image)

The correlation is made only in the second time slot in each bit duration. If the result of correlation is positive then the bit transmitted was 1, if not, the bit was -1. So, the entire binary message can be deduced from the correlation signal. Let us make the standard assumptions that the received signal \( r_i \) is given by \( r_i = s_i + \xi_i \), where \( \xi \) is a stationary random process with \( E(\xi_i) = 0 \), that \( \xi_i \) and \( \xi_j \) are statistically independent for any \( i \neq j \). And \( x_i \) and \( x_j \) are statistically independent. Then the correlator output can be written as:
\[ S = \sum_{i=M+1}^{2M} (s_i + \xi_i)(s_{t-M} + \xi_{t-M}) \]
\[ = \sum_{i=M+1}^{2M} (b_i x_{t-M} + \xi_i)(x_{t-M} + \xi_{t-M}) \]

\[ \text{Let’s note } U \text{ the quantity } b_i \sum_{i=1}^{M} x_i^2, \text{ and } V \text{ the quantity } \sum_{i=M+1}^{2M} (x_{t-M}(\xi_i + b_i \xi_{t-M}) + \xi_i \xi_{t-M} ). U \text{ represent the correlation of the useful signal } x_i, \text{ and the quantity } V \text{ is a zero-mean random quantity:} \]
\[ E(V) = \sum_{i=M+1}^{2M} E(x_{t-M} \xi_i) + b_i \sum_{i=M+1}^{2M} E(x_{t-M} \xi_{t-M}) + \sum_{i=M+1}^{2M} E(\xi_i \xi_{t-M}) \]

if \( \xi_i \) is a stationary random process, so \( \xi_{t-M} \) is also, and the terms \( x_{t-M} \xi_i, x_{t-M} \xi_{t-M} \) and \( \xi_i \xi_{t-M} \) are also stationary random process. So \( E(V) = 0 \).

III. PROPOSED SCHEME : THE REDUCED-DELAY MASKED-DCSK

A. Improve the speed of DCSK

To solve the long delay line in the conventional DCSK, we introduce the "reduced-delay DCSK", which uses shorter delay line. We divide one bit duration \( T_b \) by \( S \) slots. Assume that \( M \) is an even number, and if \( M = 2 \), it is reduced to the conventional DCSK. With the reduced-delay DCSK, delay line can reduce to \( M/2 \) samples. The reduced-delay DCSK transmitted signal for \( S = 4 \) is shown in Figure 5. In other words, the delay length reduces to \( M/2 \) samples.
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![Signal structure for the reduced-delay DCSK for S = 4](image)

\[ s_k = \begin{cases} x_k & \text{reference signal} \\ a_k x_{k+\lfloor \frac{2M}{S} \rfloor} & \text{data signal} \end{cases} \]

where
\[ k \in \{2M(l-1)+1, 2M(l-1)+2, \ldots, 2M(l-1)+\lfloor \frac{2M}{S} \rfloor\} \]

\( 2M \) : the total number of samples consisting of one bit.
\( a_k \) : \( k^{th} \) transmitted symbol \( \{ \pm 1 \} \).
\( \frac{2M}{S} \) : delay length (\( S \) : even).

The reduced-delay DCSK receiver performs multiplication of received signal with \( \frac{2M}{S} \) delayed signal.
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B. Enhance the privacy of DCSK

The output $s_k$ is composed of similar signals (data and reference) so, to destroy this similarity between the data and reference samples in a reduced-delay DCSK system, we propose to make transformation in the output of the DCSK signal. We mask the output by a chaotic sequence $\{c_k\}$ generated from the map described by Eq. (4), with $\alpha$ as parameter and $c_0$ is the initial condition:

$$c_{k+1} = \begin{cases} 
\frac{2c_k + 1 - \alpha}{2c_k + 1 + \alpha} & \text{for } 1 \leq c_k \leq \alpha \\
\frac{2c_k + 1 + \alpha}{2c_k + 1 - \alpha} & \text{for } \alpha < c_k \leq 1 
\end{cases} \quad \text{(4)}$$

At the receiver, the same chaotic sequence $\{c_k\}$ is generated with the same couple ($c_0, \alpha$). The modulated signal is obtained by subtracting $\{c_k\}$ form the received signal. The output of the subtracter $r_l$ is then passed to a reduced-delay DCSK demodulator to retrieve the information signal.

C. Diagram of the RDM-DCSK

The diagram of the proposed method RDM-DCSK (reduced-delay masked-DCSK) is presented in Figure 6. We give now the equations that describe the whole system.

If we admit that $S = 4$, then, during the $l^{th}$ symbol duration, the transmitted signal block, $s_l$, can be denoted by:

$$s_l = (x_l a_l x_l x_l a_l x_l) \quad \text{(7)}$$

The chaotic sequence $c_l$ used to mask each $l$ block of the modulated signal $x_l$

$$c_l = (c_{2M(l-1)+1}, c_{2M(l-1)+2}, \ldots, c_{2M(l-1)+2M}) \quad \text{(8)}$$

The masked signal $u_l$:

$$u_l = s_l + c_l \quad \text{(9)}$$

The transmitted signal with noise:

$$v_l = u_l + (\Psi_{2l-2} \Psi_{2l-1} + \Psi_{2l-2} \Psi_{2l-1}) \quad \text{(10)}$$

Whereas the received signal block, $r_l$, is now represented:

$$r_l = v_l - c_l \quad \text{(11)}$$

IV. PERFORMANCE ANALYSIS

A. DCSK Performance

The output of the correlator for DCSK[12] is given by Eq. (2). It can be written in the form:

$$S = b_i A + b_i \zeta + \eta$$

avec $A > 0$

$$A = \sum_{i=1}^{M} x_i^2, \quad \zeta = \sum_{i=1}^{M} x_i^2 - A$$

$$\eta = \sum_{i=1}^{M} x_i \xi_i + M + b_i \sum_{i=1}^{M} x_i \xi_i + \sum_{i=1}^{M} \xi_i \xi_i + M$$

In DCSK, $A = \frac{E_b}{2}$, we shall require that $x_i$ is stationary, and that the correlation between $x_i$ and $x_{i+k}$ decay quickly as $|k|$ increases (which is standard for chaotic systems). We assume that $M$ is much larger than the characteristic correlation decay times. Under these assumptions, as $M$ increases, the distributions of $\zeta$ and $\eta$ approach Gaussian distributions. So, it is sufficient to compute the variance of $\eta + \zeta$ to fully characterize the distribution of the interference. The cross-correlations of $\zeta$ and $\eta$ is zero. Therefore, $\sigma^2_{\eta+\zeta} = \sigma^2_\eta + \sigma^2_\zeta$.

$$\sigma^2_\eta = \frac{E_b N_0}{2} + \frac{N_0^2}{4} M$$

$$\sigma^2_\zeta = \frac{E_b}{5} M$$

Authors in [12] have used the symmetric tent map:

$$x_{i+1} = 1 - 2|x_i|,$$

and find:

$$\sigma^2_\zeta = \frac{E_b}{5} M$$

so

$$\sigma^2 = \sigma^2_\eta + \sigma^2_\zeta = \frac{E_b N_0}{2} + \frac{E_b^2}{5} M + \frac{N_0^2}{4} M$$
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The chaotic signal from the reference signal and the data signal is the same, hence \( x_k = x_{k+2M/S} \). Also \( x_k \), \( \xi_k \) and \( c_k \) are uncorrelated each other. We require also to assume that \( E(x_k) = E(c_k) = 0 \).

Assuming that \( c_k \) is generated from the same map of \( x_k \), then \( E[x_k^2] = E[x_k^2] \). We shall require also that the correlations between \( x_k \) and \( x_{k+2M/S} \) decay quickly as \( 2M/S \) increases (which is standard for chaotic systems). By applying Eq. (15), the variance of \( y_i \) can be represented as Eq. (17):

\[
\text{Var}(y_i) = \frac{2M}{S} \left( \text{Var}[x_k^2] + 3E^2[x_k^2] + 4E[x_k^2]N_0 + \frac{N_0^2}{2} \right)
\]

The error rate can be calculated using the mean and the variance of each slot. Equation (18) represents error rate for each slot.

\[
P_s(e) = P(y_i \leq 0|a_l = 1).P(a_l = 1) + P(y_i > 0|a_l = -1).P(a_l = -1)
\]

\[= \frac{1}{2} \text{erfc}\left(\frac{A}{\sqrt{2}\sigma}\right)
\]

Using the definition of bit energy \( E_b = 2ME[x_k^2] \), equation (18) is simplified as follows:

\[
\frac{1}{2} \text{erfc}\left(\frac{S}{4M} \left( \Psi + 3S \frac{E_b}{N_0} - 1 + \frac{S M}{4} \left( \frac{E_b}{N_0} \right)^{-2} \right)^{-\frac{1}{2}} \right)
\]

with \( \Psi = \text{Var}[x_k^2]/E^2[x_k^2] \).

Figure 8 shows the bit error rate performance for the four methods: the proposed scheme, the conventional DCSK, the "P-DCSK" called also the "permutation-based DCSK" proposed in [10] and the "reduced-delay DCSK" proposed in [11]. It can be seen that the two methods: the proposed one and the reduced-delay DCSK are better in performance than the others.

Figure 9 shows the bit error rate performance of the RDM-DCSK as function of the slot \( S \) when \( M = 40 \), in the AWGN channel.

V. CONCLUSION

In this paper, we have proposed modifications to enhance the security of a base-band chaos-based spread-spectrum communication scheme: the DCSK. It involves the transmission of a segment of chaotic signal twice, first as a reference signal, and second, polarity-modulated by the information bit. First, we have eliminated the similarity in the output signal by masking it with a chaotic signal, so we increase the security of the DCSK modulation. Second, we have reduced the delay time which make the demodulation faster. Simulations show that the proposed method (RDM-DCSK) and the "reduced-delay DCSK" give slightly better results in performance compared to the conventional DCSK and the "P-DCSK".
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Fig. 8. Comparison of the performance of four DCSK variants: traditional DCSK, the reduced-delay DCSK, the P-DCSK and the proposed method (RDM-DCSK).

Fig. 9. Performance of the proposed method (RDM-DCSK) as function of the parameter $S$.
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