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ABSTRACT 
In this paper, novel models for fire and smoke detection using 
image processing is provided. The models use different col-
our models for both fire and smoke. The colour models are 
extracted using a statistical analysis of samples extracted 
from different type of video sequences and images. The ex-
tracted models can be used in complete fire/smoke detection 
system which combines colour information with motion 
analysis.  

1. INTRODUCTION 

Due to the rapid developments in digital camera technology 
and developments in content based video processing, more 
and more vision based fire detection systems are introduced. 
Vision based systems generally make use of three character-
istic features of fire: colour, motion and geometry. The col-
our information is used as a pre-processing step in the detec-
tion of possible fire or smoke. 

There are lots of fire detection systems in which the col-
our information is used as a pre-processing step. Phillips et 
al. used colour predicate information and the temporal varia-
tion of a small subset of images to recognize fire in video 
sequences [6]. A manually segmented fire set is used to train 
a system that recognizes fire like colour pixels. The training 
set is used to form a look-up table for the fire detection sys-
tem. The authors offer the use of generic look-up table if the 
training set is not available. Chen et al. used chromatic and 
dynamic features to extract real fire and smoke in video se-
quences [3]. They employ a moving object detection algo-
rithm in the pre-processing phase. The moving objects are 
filtered with fire and smoke filter to raise an alarm for possi-
ble fire in video. They used a generic fire and smoke model 
to construct the corresponding filter. Töreyin et al.  proposed 
a real-time algorithm for fire detection in video sequences 
[8]. They combined motion and colour clues with fire flicker 
analysis on wavelet domain to detect fire. They have used a 
mixture of ten three dimensional Gaussians in RGB colour 
space to model a fire pixel using a training set. Töreyin et al. 
proposed another algorithm for fire detection which com-
bines generic colour model based on RGB colour space, mo-
tion information and Markov process enhanced fire flicker 
analysis to create an overall fire detection system [7]. They 
have employed the fire colour model developed by Chen et 
al. Later on they have employed the same fire detection strat-
egy to detect possible smoke samples which is used as early 

alarm for fire detection [9]. They combined colour informa-
tion with shape analysis to detect possible smoke samples 
where false alarm rate is decreased using a flicker analysis of 
smoke region. 

Recently, Celik et al. proposed a generic model for fire 
colour [1-2], [11]. The authors combined their model with 
simple moving object detection. The objects are identified by 
the background subtraction technique [11]. Later on they 
have proposed a fuzzy logic enhanced approach which uses 
predominantly luminance information to replace the existing 
heuristic rules which are used in detection of fire-pixels [10]. 
YCbCr colour space is used rather than other colour spaces 
because of its ability to distinguish luminance from chromi-
nance information. The implicit fuzziness or uncertainties in 
the rules obtained from repeated experiments and the impre-
ciseness of the output decision is encoded in a fuzzy repre-
sentation that is expressed in linguistic terms. The single out-
put decision quantity is used to give a better likelihood that a 
pixel is a fire pixel. The fuzzy model achieves better dis-
crimination between fire and fire like-coloured objects. 

Since the colour based pre-processing is essential part 
for all image processing based fire and smoke detection sys-
tems, an efficient colour model is needed. In this paper, we 
have further improved the model defined in our previous 
work to detect fire pixels [10] using fuzzy logic and proposed 
a model for smoke-pixel detection. The proposed colour 
model for fire detection is compared with the existing tech-
niques. 

2. COLOUR MODELS FOR FIRE AND SMOKE 

In order to create a colour model for fire and smoke, we have 
analyzed the images which consist of fire or smoke samples. 
YCbCr colour space is chosen intentionally because of its 
ability to separate illumination information from chromi-
nance more effectively than the other colour spaces. The 
rules defined for RGB colour space in order to detect possi-
ble fire-pixel [1-3] or smoke-pixel candidates can be trans-
formed into YCbCr colour space and analysis can be per-
formed. However the rules fall short in coming up with a 
single quantitative measure which can indicate how likely a 
given pixel is a fire pixel. The implicit fuzziness or uncertain-
ties in the rules obtained from repeated experiments and the 
impreciseness of the decision variable can be encoded in a 
fuzzy representation. This provides a way to express the out-
put decision in linguistic terms. The single output decision 
quantity expressed as a number between zero and one will 
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then give the likelihood that a pixel is a fire-pixel or smoke-
pixel. As will be shown later in the paper, this fuzzy output is 
also capable in better discriminating fire and fire-like col-
oured objects with respect to rules defined in [1-3]. 

2.1 Fire detection 
The detection of fire is carried out using the YCbCr samples. 
We have observed that the fire samples show some determi-
nistic characteristics in their colour channels of Y, Cb, and 
Cr. In Figure 1, an image with fire and its colour channels 
are shown. As can be observed from Figure 1, for a fire 
pixel it is more likely that, Y(x,y) is greater than Cb(x,y) 
where (x,y) refers to pixel’s spatial location. This is because 
the luminance information which is related to the intensity is 
naturally expected to be dominant for a fire pixel. Repeated 
experiments with fire images have shown that the greater the 
difference between Y(x,y) and Cb(x,y) components of a 
pixel, the higher the likelihood that it is a fire pixel. Fig. 1 
also hints that Cb(x,y) should be smaller than Cr(x,y). Simi-
larly, a higher discrimination between Cb(x,y) and Cr(x,y) 
means that corresponding pixel is more likely a fire pixel. 

So we can summarize overall relation between Y(x,y), 
Cb(x,y), and Cr(x,y) as follows: 
 

( ) ( ) ( yxCbyxCryxY ,,, ≥≥ )   (1) 
 

 

 
(a) (b) 

 
(c) (d) 

Figure 1 - RGB input image and it’s Y, Cb and Cr channels, (a)
Original RGB image (b) Y channel, (c) Cb channel, (d) Cr channel.

 
Let  be defined as a measure that shows how 

likely a pixel located at spatial location (x,y) belongs to fire 
pixel. Its range is in the range of

( yxPf , )

[ ]1 0 , and it is a mapping of 
the observation defined in (1) to a quantity which describes 
the likelihood that a given pixel is a fire pixel. In order to 
evaluate , combination of triangular and trapezoidal 
membership functions are used both for the differences be-
tween Cr(x,y) and Cb(x,y), (i.e., Cr(x,y) - Cb(x,y)), and the 
difference between Y(x,y) and Cb(x,y), (i.e., Y(x,y) - Cb(x,y)). 

( yxPf ,

Fig. 2a, 2b and 2c show respectively membership func-
tions for Y(x,y) - Cb(x,y), Cr(x,y) - Cb(x,y), and ( )yxPf , . It 
should be noted that, Mamdani (Klir et al., 1995) type fuzzy 
inference system (FIS) is used with the rules defined in Table 
1. The distribution of membership functions and rules de-
fined in Table 1 is found using experimental analysis.  
Table 1 show the rules used in our FIS. The rules are defined 
in such a way to reflect our expectation for a fire pixel. A 
total of 16 rules are constructed to account for all possible 
combinations of input variables. 
 

 
(a) (b) 

 
(c) 

Figure 2 - Membership functions for (a) Y(x,y) - Cb(x,y), (b) 
Cr(x,y) - Cb(x,y), and (c)  ( )yxPf ,

 
Given image, each channel is normalized with respect to 
following formula: 

maxmaxmax

,,
I
CrCr

I
CbCb

I
YY ===  (2) 

where  is the maximum intensity value in set defined by 
the combination of Y, Cb, and Cr channels. The equation in 
(2) normalizes all the samples to the interval of [0 1]. So that 
their difference are in the range of [-1 1] which is used in 
membership function definitions as shown in Figure 2. Given 
a set of inputs from Y(x,y) - Cb(x,y) a and Cr(x,y) - Cb(x,y), 
the crisp output of the fuzzy system is computed as follows: 
first, the inputs are fuzzified based on the membership func-
tions shown in Figure 2a and Figure 2b. Then, the min impli-
cation operator [4] is applied on the fuzzy rules. Centre of 
area defuzzification is applied on the union of all rule outputs 
in order to find a quantitative measure for 

maxI

( )yxPf ,  [4]. 
Y(x,y) - Cb(x,y), and Cr(x,y) - Cb(x,y)  is normalized to 
[ ]1   1−  before entering into FIS. The surface for 16 rules is 
shown in Figure 3. The figure shows the likelihood ( )yxPf ,  
as a function of inputs Y(x,y) - Cb(x,y) and Cr(x,y) - Cb(x,y). 
The visual appearance of Figure 3 is as expected and inter-
preted as follows; when ( ) ( yxCbyxY ,, − )  is less than zero, 
corresponding ( )yxPf ,  approaches to 0, and if both 

)
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( ) ( yxCbyxY ,, − ) ) and ( ) ( yxCbyxCr ,, −  gets closer to 
value of 1.0, the  approaches to 1. The plateau be-
low the peak is used to give low likelihood to objects which 
show similar behaviour to fire colour but it is not the fire, i.e. 
the smoke pixels around fire regions which is coloured like 
fire because of reflectance property of smoke pixels. It is 
clear from the surface that, the gets high values at the 

values where  and 

( yxPf , )

)
fP

( ) ( yxCbyxY ,, − ( ) ( )yxCbyxCr ,, −  be-
haves like fire. 
 

Cr(x,y) – Cb(x,y)  
Pf(x,y) NS PS PM PB 

NS LO LO LO LO 

PS LO LO HI HI 

PM LO HI HI ME 

Y(
x,

y)
-C

b(
x,

y)
 

PB LO ME ME ME 

Table 1-Rule table for fuzzy inference system. 
 
 

 

 
Figure 3- View of surface of rules given in Table 1 and 
used in FIS with different views. 

 
Figure 4 shows some images and its corresponding . It is 
clear that  gets higher values over fire regions and lower 
values over non-fire regions. Note that, has values in the 
range of [0 1].  

fP

fP

fP

 

 

 

 
(a) (b) 

Figure 4 - RGB input image and it’s Pf, Column (a) RGB 
input image, Column (b) Pf for corresponding input image. 

2.2 Smoke detection 
Similar to the fire detection, we can model the smoke pixels. 
But the smoke pixels do not show chrominance characteris-
tics like fire pixels.  At the beginning, when the temperature 
of the smoke is low, it is expected that the smoke will show 
colour from the range of white-bluish to white. Toward the 
start of the fire, the smoke’s temperature increases and it gets 
colour from the range of black-grayish to black.  As can be 
seen from the Figure 1, most smoke samples have a grayish 
colour. So we can formulate the smoke pixels as follows, 
 

( ) ( )
( ) ( )
( ) ( ) ThyxByxR

ThyxByxG

ThyxGyxR

≤−

≤−

≤−

,,

,,

,,

  (3) 

where Th is a global threshold ranging from 15 to 25. The 
equation (3) states that, the smoke pixels should have similar 
intensities in their RGB colour channels. Figure 5 shows the 
smoke-pixel segmentation using the equation defined in (3). 
Since the smoke information will be used for early fire detec-
tion system, the smoke samples should be detected when the 
smoke has low temperature. This is the case, where the 
smoke samples have colour ranging from white-bluish to 
white, which means that the saturation of the colour should 
be as low as possible. Using this idea, the rule defined in (4) 
is used where HSV colour spaces is used, and its application 
with (3) is shown in Figure 6. 

( ) 1.0, ≤yxS     (4) 
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(a) (b) 

 
Figure 5 - RGB input image and smoke segmentation, 
Column (a) RGB input image, Column (b) Segmented 
smoke image using the equation (3). 
 
As can be seen from the Figure 5, the output is noisy, but the 
motion property of the smoke can be used to remove such 
noisy parts. It can be easily observed from the first row of the 
Figure 5, the sky is detected as smoke, because its property 
of grayish colour. But, if we embed the motion detection part, 
the sky will be removed because of its constant colour over 
some duration. 
 

 
(a) 

 
(b) 

Figure 6 - RGB input image and smoke segmentation, 
Column (a) RGB input image, Column (b) Segmented 
smoke image using the equation (3) and (4). 

3. COMPARISON AND ANALYSIS 

We have compared our new fire-pixel detection model with 
the existing one. The smoke pixel detection tests are not car-
ried out because of smoke’s nature. It doesn’t show robust 
characteristics like the fire-pixels. Because of this reason, we 
need more discriminative features for smoke detection which 
is needed to be combined with the smoke colour model, i.e. it 
smoothes edges of the background when the smoke starts, 
which is out of this paper’s scope.  

For the comparison purposes, two sets of images are col-
lected from Internet. One set is composed of images that con-
sist of fire. Fire set consists of 332 images. The images in fire 
set show diversity in fire-colour, and environmental Illumina-
tions.  The other set does not contain any fire but contains 
fire-like coloured regions such as sun and other reddish ob-
jects.  

Two types of comparisons are carried out; one is for the 
evaluation of the correct fire detection rate and the other is 
for the false alarm rate. The following criterion is used for 
declaring a fire region: if the model achieves to detect at least 
10 pixels of a fire region in a given image, then it is assumed 
as a correct detection, where images are in the size of 
320x240. For the false alarm rate the same detection criterion 
is used with the non-fire image set. 

In Table 2, we have tabulated fire detection results with 
false alarm rates [10].  It is clear from Table 2 that, the new 
method supported with fuzzy logic and defined in YCbCr 
colour space outperforms the models developed in other col-
our spaces both in high detection rate and low false alarm 
rate. The new method shows better performance with respect 
to the technique defined in [10], because it eliminates the 
colours which are similar to fire-colour but it is not a fire. 
The new technique doesn’t require a colour defined in CbCr 
colour plane [10].  

As it can be observed from Table 2, YCbCr colour space 
outperforms other colour spaces both in correct detection rate 
and false alarm rate. This is due to the ability of YCbCr col-
our space to separate luminance from chrominance. For 
models in [1-3], the rules fall short in describing a single 
quantitative measure which can indicate how likely a given 
pixel is a fire pixel. As a result, it becomes difficult to dis-
criminate between fire regions and fire-like regions. The im-
plicit fuzziness or uncertainties in the rules is encoded in a 
fuzzy representation. This provides a way to express the out-
put decision in linguistic terms. As a result, the most needed 
discrimination between fire and fire-like regions is enhanced. 
This is clearly reflected in Table 2 with a 4.5 % false alarm 
rate, which is a reduction of 5 % compared to the method 
defined in [10]. 

 
Model Detection Rate (%) False Alarm Rate (%) 

RGB, Chen et al. [3] 93.90 66.42 
RGB, Celik et al.  [1] 78.50 28.21 
rgb, Celik et al.  [2] 97.00 78.39 
YCbCr, Celik et al.  [10] 99.00 9.50 

Proposed 99.00 4.5 
Table 2: Performance comparisons of the models with respect 
detection rates, and false alarm rates. 
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Figure 7 – Samples from a video sequence and it’s Pf

 
In Figure 7, we have shown the application of proposed 

colour models to a video sequence. The sequence consists of 
a forest fire which is obtained from the internet. The se-

quence is recorded from a view of a helicopter, and the cam-
era is not static. It is clear that, the proposed models detect 
the fire effectively. 

4. CONCLUSIONS 

We have developed two models: one for fire detection and 
the other is for the smoke detection. For fire detection, the 
concepts from fuzzy logic are used to replace existing heuris-
tic rules and make the classification more robust in effec-
tively discriminating fire and fire like coloured objects. The 
model achieves up to 99.00% correct fire detection rate with 
a 4.50% false alarm rate. For smoke detection, a statistical 
analysis is carried out using the idea that the smoke shows 
grayish colour with different illumination.  The developed 
models can be used as pre-processing stage for fire or smoke 
detection systems such as [11]. As a future work, region 
based fire and smoke recognition will be studied. 
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