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ABSTRACT

This paper addresses the limit distribution of wavelet packet coefficients obtained by decomposing band-limited random processes. When the wavelet decomposition filters satisfy a certain property of regularity, strictly stationary band-limited white noise processes yield wavelet packet coefficients that are asymptotically uncorrelated and Gaussian distributed when the resolution level increases. For any given path, the variance of the limit distribution is the value of the power spectral density of the input process at a specific frequency. Experimental results are presented to assess the convergence rate when Daubechies filters are used.

1. INTRODUCTION

The Discrete Wavelet Packet Transform (DWPT) allows many possible representations of functions by providing various Hilbertian bases. It is not computationally expensive and has some remarkable properties such as the sparse representation it provides for smooth signals or the 'whitening effect' it asymptotically yields for a large class of random processes. For applications in signal processing, time-series analysis and communication systems, the DWPT has some remarkable properties such as the sparse representation, its Fourier transform is hereafter defined by

\[
H_0(\omega) = \frac{1}{\sqrt{2}} \sum_{t \in \mathbb{Z}} h_t \exp(-it\omega) .
\]

Second, the matrix \( \left( \begin{array}{cc} H_0(\omega) & H_0(\omega + \frac{\pi}{2}) \\ H_0(\omega + \frac{\pi}{2}) & H_0(\omega) \end{array} \right) \) is unitary for every real number \( \omega \). The unitary nature of this matrix implies that \( |H_0(\omega)| \leq 1 \) for every \( \epsilon = 0,1 \) and every \( \omega \in \mathbb{R} \).

Let \( \Phi \) be a function such that \( \{\gamma_0 \Phi : k \in \mathbb{Z}\} \) is an orthonormal system of \( L^2(\mathbb{R}) \), where \( \gamma_0 \Phi : t \mapsto \Phi(t-k) \). Let \( U \) be the closure of the space spanned by this orthonormal system. Let us define the following sequence of elements of \( L^2(\mathbb{R}) \) by recursively setting, for \( n \in N \) and \( \epsilon \in \{0,1\} \),

\[
\begin{align*}
W_{\epsilon} & \left( \begin{array}{c} W_{\epsilon} \\ W_{2\epsilon+1} \end{array} \right) \left( \begin{array}{c} h_{\epsilon}(2t) \\ h_{\epsilon}(2t) \end{array} \right) \left( \begin{array}{cc} H_0(\omega) & H_0(\omega + \frac{\pi}{2}) \\ H_0(\omega + \frac{\pi}{2}) & H_0(\omega) \end{array} \right) \\
& = \sqrt{2} \sum_{\ell \in \mathbb{Z}} h_{\epsilon}(2t) \Phi(2t-\ell) \\ & + \sqrt{2} \sum_{\ell \in \mathbb{Z}} h_{\epsilon}(2t) W_{2\epsilon+1}(2t-\ell) .
\end{align*}
\]

The function \( \Phi \) in Eq. (2) is not necessarily the scaling function associated with \( h_0 \). If \( \Phi \) is this scaling function, we have \( W_0 = \Phi \) and Eq. (2) holds true even if \( n = 0 \). For any pair \( (j,n) \) of natural numbers and \( k \in \mathbb{Z} \), we define

\[
W_{j,n,k}(t) = W_{j,n}(t-2^j k) = 2^{-j/2} W_n(2^{-j} t - k) .
\]

Then, \( \{W_{j,n,k} : k \in \mathbb{Z}\} \) is an orthonormal system of \( L^2(\mathbb{R}) \). The closure of the functional space spanned by this system is called the wavelet packet space \( W_{j,n} \). Any \( W_{j,n,k} \) is called a wavelet packet function. The DWPT decomposition of the functional space \( U \) then consists in the recursive splitting of \( U \) into orthogonal subspaces:

\[
\begin{align*}
U & \supseteq W_{1,0} \oplus W_{1,1} \\
W_{j,n} & \supseteq W_{j+1,2n} \oplus W_{j+1,2n+1} .
\end{align*}
\]
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for every natural number \( j \) and every \( n = 0, 1, 2, \ldots, 2^j - 1 \).

According to the foregoing, \( U \) can be split into orthogonal sums of wavelet packet spaces. Thus, for any given Hilbertian random process \( X(t) \), the coefficients of the projection of \( X \) on \( W_{j,n} \) define a random sequence \( \{ c_{j,n}[k] \}_{k \in \mathbb{Z}} \) where

\[
c_{j,n}[k] = \int_{\mathbb{R}} X(t)W_{j,n,k}(t)dt. \quad (4)
\]

3. PRELIMINARY RESULTS ABOUT THE DWPT OF A STRICTLY STATIONARY RANDOM PROCESS

Henceforth, \( X(t) \) stands for some centred, strictly stationary random process. It is also assumed that \( X \) has finite cumulants and has a polyspectrum \( \gamma_N(\omega_1, \omega_2, \ldots, \omega_N) \) for every natural number \( N \) and every \( \omega_1, \omega_2, \ldots, \omega_N \in \mathbb{R}^N \).

The polyspectrum is the Fourier transform of the \((N + 1)\)-th cumulant of \( X \). When \( N = 1 \), \( \gamma_1 \) is the spectrum of \( X \). This spectrum is also the Fourier transform of \( f \in L^2(\mathbb{R}) \) and is given by \( Ff(\omega) = f(t) \exp(-i\omega t)dt \) for \( f \in L^2(\mathbb{R}) \). The \((N + 1)\)-th cumulant of the random process \( c_{j,n} \) has the following integral form (see [5, Proposition 1]):

\[
\sum c_{j,n}[k_1, k_2, \ldots, k_N] = \int_{\mathbb{R}^N} \exp(-i\sum_{1 \leq m \leq N} k_m \omega_m) \gamma_N(\omega_1, \omega_2, \ldots, \omega_N) d\omega_1 \cdots d\omega_N. \quad (5)
\]

If the shift parameter \( n \) is constant, it follows from Lebesgue’s dominated convergence theorem that, for any natural number \( N > 1 \), \( \sum c_{j,n}[k_1, k_2, \ldots, k_N] \) tends to 0 uniformly in \( k_1, k_2, \ldots, k_N \) when \( j \) tends to infinity. This is a consequence of [3, Proposition 11].

Note, from Eq. (5), it follows that when \( N = 1 \), the cumulant \( c_{j,n}[k] \) or order 2 of \( X \), that is the autocorrelation function \( R_{j,n}[k] \) of the random process \( c_{j,n} \), is

\[
R_{j,n}[k] = \int_{\mathbb{R}} \gamma_N(\omega)F\mathcal{W}_n(\omega)^2 \exp(ik\omega) d\omega. \quad (6)
\]

If \( \gamma \in L^\infty(\mathbb{R}) \) and is continuous at 0, the integrand on the right hand side (rhs) of Eq. (6) is integrable and the limit of \( \gamma(\omega/2^j) \) as \( j \) tends to infinity is 0. Therefore, for every given natural number \( n \), it follows from Lebesgue’s dominated convergence theorem applied to Eq. (6) (see for instance [3, Corollary 5]) that \( \lim_{j \to \infty} R_{j,n}[k] = \gamma(0)\delta[k] \), where \( \delta[\cdot] \) is the standard Kronecker symbol. According to the foregoing, when the shift parameter \( n \) is a constant function of the resolution level \( j \) and \( j \) tends to infinity, the sequence \( \{ c_{j,n}[k] \}_{k \in \mathbb{Z}} \) associated with the strictly stationary random process \( X \) considered above, converges to a discrete white Gaussian process with standard deviation \( \gamma(0) \) in the following ‘distributional’ sense: Given any natural number \( N \) and any \( N\)-tuple \( k_1, k_2, \ldots, k_N \) of integers, the distribution of the random vector \( (c_{j,n}[k_1], c_{j,n}[k_2], \ldots, c_{j,n}[k_N]) \) converges, when \( j \) tends to infinity, to the centred \( N \)-variate normal distribution \( \mathcal{N}(0, \gamma(0)I_N) \) with covariance matrix \( \gamma(0)I_N \), where \( I_N \) is the \( N \times N \) identity matrix.

When the shift parameter \( n = n(j) \) varies with \( j \), which is the case for most paths of the DWPT tree, Lebesgue’s dominated convergence theorem does not apply to Eqs. (5), (6) and the analysis of the statistical behaviour of \( c_{j,n(j)} \) when \( j \) tends to infinity becomes more intricate. This behaviour is studied in section 4 after introducing some material in sections 4.1 and 4.2.

4. MAIN RESULTS

The main result of this paper is Proposition 1, given in section 4.3 below. To understand this theoretical result, the following material is needed. This material concerns the representation of DWPT paths by means of binary sequences (see section 4.1) and the Shannon DWPT of band-limited functions (see section 4.2). In addition, it is more convenient to write the cumulant given by Eq. (5) in the following equivalent form

\[
\sum c_{j,n}[k_1, k_2, \ldots, k_N] = \int_{\mathbb{R}^N} \exp(-i\sum_{1 \leq m \leq N} k_m \omega_m) \gamma_N(\omega_1, \omega_2, \ldots, \omega_N) d\omega_1 \cdots d\omega_N. \quad (7)
\]

This equality derives from a straightforward change of variable and the relation \( \mathcal{F}W_{j,n}(\omega) = 2^{j/2}\tilde{W}_n(2^j\omega) \), which is a consequence of the second equality in Eq. (3). In the same way, the autocorrelation function (6) equals

\[
R_{j,n}[k] = \frac{1}{2}\pi \int_{\mathbb{R}} \gamma(\omega)|\mathcal{F}W_{j,n}(\omega)|^2 \exp(i2^j k\omega) d\omega. \quad (8)
\]

4.1 Binary representations of the paths of the DWPT decomposition tree

With the same notations as in section 2, a given wavelet packet path \( P \) is described by a sequence of nested functional subspaces: \( P = (U, \{W_{j,n(j)} \}_{j \in \mathbb{N}}) \), where \( W_{j,n(j)} \subset W_{j-1,n(j-1)} \). By construction, each \( W_{j,n(j)} \) is obtained by recursively decomposing \( U \) with a particular sequence of filters \( h_{\varepsilon(t)} \) where each \( \varepsilon(t) \in \{0, 1\} \). Therefore, the shift parameter is

\[
n(j) = \sum_{\ell=0}^{j-1} \varepsilon(2^{j-\ell} - 1) \in \{0, 1, \ldots, 2^j - 1\} \quad (9)
\]

at every resolution level \( j \). Note also the easy relation

\[
n(j) = 2n(j) - j, \quad (10)
\]

de\( n(j) \) is an integer, with the convention \( n(0) = 0 \). Thus, path \( P \) can be assigned to the binary sequence \( \lambda = (\varepsilon(t))_{t \in \mathbb{N}} \) of elements of \( \{0, 1\} \).

Conversely, any binary sequence \( \lambda = (\varepsilon(t))_{t \in \mathbb{N}} \) can be associated with a unique path \( P_\lambda \) of the decomposition tree. At each node of this path, the shift parameter \( n \) depends on \( j \) and \( \lambda \) via Eq. (9) so that the notation \( n = n_\lambda(j) \) will hereafter be used to indicate this dependence.

Let us consider a path \( P_\lambda = (U, \{W_{j,n_\lambda(j)} \}_{j \in \mathbb{N}}) \) of the DWPT decomposition tree associated with a binary sequence \( \lambda \), \( \lambda \) describes a path of elements of \( \{0, 1\} \). At each resolution level \( j \), the shift parameter \( n \) is the function \( n = n_\lambda(j) \) of \( j \). We then have two cases. First, if \( n_\lambda \) is a constant function of \( j \), it derives from Eq. (10) that \( \lambda \) is the null sequence. In this case, the shift parameter is 0 at every resolution level and the DWPT of \( X \) consists of an infinite sequence of low-pass filtering. The limit distribution is then derived from Lebesgue’s dominated convergence theorem applied to Eqs. (5) and (6). The second case is that of a function \( n_\lambda \) which is not constant with \( j \). For instance, consider the sequence \( \lambda = (1, 1, \ldots) \) for which \( n_\lambda(j) = 2^j - 1 \) so that the nodes of \( P_\lambda \) are \( (j, 2^j - 1) \). As
mentioned at the end of section 3, when the shift parameter $n = n(j)$ varies with $j$. Lévygue's dominated convergence theorem does not apply to Eqs. (5) and (6). The analysis of the statistical behaviour of $c_{j,n(j)}$ when $j$ tends to infinity is described in section 4.3.

### 4.2 Shannon DWPT and the Paley-Wiener space of \( \pi \) band-limited functions

We start by considering the case where the DWPT is performed via the Shannon DWPT filters. The Shannon filters are hereafter denoted $h_{\pi}^\varepsilon$ for $\varepsilon = 0.1$. These filters are ideal low-pass and high-pass filters. The Fourier transform of $h_{\pi}^\varepsilon$ is

\[
H_{\pi}^\varepsilon(\omega) = \sum_{\ell \in \mathbb{Z}} \mathbb{1}_{\left[-\frac{\varepsilon+1}{2},-\frac{\varepsilon}{2}\right]}(\omega - 2\pi \ell).
\]  

(11)

The scaling function $\Phi^\varepsilon$ associated with these filters is $\Phi^\varepsilon(t) = \text{sin}(\pi t)/\pi t$, $t \in \mathbb{R}$, with $\Phi^0(0) = 1$. The Fourier transform of this scaling function is $\mathcal{F}\Phi^\varepsilon = h_{\pi}^\varepsilon$, where $1_K(x) = 1$ if $x \in K$ and $1_K(x) = 0$, otherwise. The closure $U^5$ of the space spanned by the orthonormal system \( \{\Phi^\varepsilon: k \in \mathbb{Z}\} \) is then the Paley-Wiener (PW) space of those elements of $L^2(\mathbb{R})$ that are band-limited in the sense that their Fourier transform is supported within $[-\pi, \pi]$. The PW space $U^5$ is the natural representation space of $\pi$ band-limited and second-order Wide-Sense Stationary (WSS) random processes (see [4, Appendix D]). Any element of this space satisfies Shannon’s sampling theorem. Therefore, the DWPT of any band-limited and second-order WSS random process can be initialized with the samples of this process. Form now on, the decomposition space is the PW space $U^5$.

Let us consider the Shannon DWPT of the PW space $U^5$. The wavelet packet functions $W_{j,n}^5$ of the PW space can be computed via Eqs. (2), (3), by setting $\Phi = \Phi^\varepsilon$ and $h_0 = h_\pi^\varepsilon$, $\varepsilon = 0.1$. The Fourier transforms of these wavelet packet functions are given by (6, Proposition 8.2, p. 328)

\[
\mathcal{F}W_{j,n}^5 = 2^{j/2} \mathbb{1}_{\left[-G(j+1)\pi, G(j+1)\pi\right]} \mathbb{1}_{\left[\frac{G(j)\pi}{2}, \frac{G(j+1)\pi}{2}\right]} \mathbb{1}_{\left[\frac{G(n)\pi}{2}, \frac{G(n+1)\pi}{2}\right]},
\]

(12)

for every non-negative integer $j$ and every $n \in \{0, \ldots, 2^j-1\}$. The map $G$ is defined by $G(0) = 0$ and by recursively setting, for $\varepsilon = 0.1$ and $\ell = 0, 1, 2, \ldots$

\[
G(2\ell + \varepsilon) = \begin{cases} 2\ell(1 + \varepsilon) & \text{if } G(2\ell) \text{ is even}, \\ 2\ell(1 - \varepsilon) + 1 & \text{if } G(2\ell) \text{ is odd}. \end{cases}
\]

(13)

The restriction of $G$ to the set $\{0, 1, 2, \ldots, 2^j - 1\}$ is a permutation of this set. This permutation induces a frequency re-ordering of the Shannon wavelet packets $\mathcal{F}W_{j,n}^5$, $n = 0, 1, \ldots, 2^j - 1$.

When the wavelet packet functions are the functions $W_{j,n}^5$, it follows from Eqs. (7) and (12) that the cumulative

\[
\sum_{k=0}^{2^j} \left| c_{j,n(k)}^5[k_1, k_2, \ldots, k_N] \right|
\]

of the discrete random process returned at node $(j, n(j))$ by the Shannon DWPT of $X$ is such that

\[
\sum_{k=0}^{2^j} \left| c_{j,n(k)}^5[k_1, k_2, \ldots, k_N] \right| \leq \|\gamma_N\|_2 \|\gamma_N\|_2 \|\gamma_N\|_2 - 2^{j(N-1)/2}. \]

Given any natural number $N > 1$, the rhs of the latter inequality does not depend on $n_1, \ldots, n_N$, and vanishes when $j$ tends to infinity. Thus for every natural number $N > 1$, $c_{j,n(k)}^5[k_1, k_2, \ldots, k_N]$ tends to zero uniformly in $k_1, k_2, \ldots, k_N$, when $j$ tends to infinity. In addition, the autocorrelation function $R_{j,n}^5$ resulting from the projection of $X$ on $W_{j,n}^5$ derives from Eqs. (8), (12), and is given by (see [4])

\[
R_{j,n}^5[k] = \frac{2^{j/2}}{\pi} \int_{0}^{\pi} \frac{\gamma(\omega)}{G(n)\pi} \frac{\gamma(\omega)}{G(n+1)\pi} \cos(2^j k \omega) d\omega.
\]

(14)

If the spectrum $\gamma$ of $X$ is continuous at point $a(\lambda)$, then, given any path $P_\lambda = \{U^5, W_{j,n(k)}^5\}_{k \in \mathbb{N}}$ associated with a binary sequence $\lambda = (x)_{k \in \mathbb{N}}$ of elements of $\{0, 1\}$, $\lim_{j \to +\infty} R_{j,n(k)}^5[k] = 0$ uniformly in $k \in \mathbb{Z}$, where

\[
a(\lambda) = \lim_{j \to +\infty} G(n(j)\pi)\pi/2^j.
\]

(15)

The following result summarizes the foregoing analysis.

**Lemma 1** If $\gamma$ is continuous at $a(\lambda)$, then, when $j$ tends to infinity, the sequence $(c_{j,n(k)}^5)_{j \in \mathbb{N}}$ converges in distribution to a white Gaussian process with variance $\gamma(a(\lambda))$, the convergence being in the following sense: For every $x \in \mathbb{R}^N$ and every $\eta > 0$, there exists $j_0 = j_0(x, \eta) > 0$ such that, for every $j \geq j_0$ the absolute value of the difference between the value at $x$ of the probability distribution of the random vector $(c_{j,n(k)}^5[k_1], c_{j,n(k)}^5[k_2], \ldots, c_{j,n(k)}^5[k_N])$ and the value at $x$ of the centered $N$-variate normal distribution $\mathcal{N}(0, \gamma(a(\lambda))I_N)$ with covariance matrix $\gamma(a(\lambda))I_N$ is less than $\eta$.

### 4.3 Central limit theorems

**Lemma 1** concerns ideal DWPT filters. In order to obtain a similar result for filters of more practical interest, the DWPT is now assumed to be performed by using decomposition filters $h_{\pi}^\varepsilon$, $\varepsilon = 0.1$, that depend on a non-negative integer or real value $r$ such that

\[
\lim_{r \to \infty} H_{\pi}^r = H_{\pi}^5 \quad (a.e.),
\]

(16)

where $H_{\pi}^r$ is the Fourier transform of $h_{\pi}^r$ and $H_{\pi}^5$ is given by Eq. (11); $r$ is called the order of the DWPT filters. When $r$ tends to infinity, the DWPT filters with impulse responses $\{h_{\pi}^r\}_{j=0}^\infty$ converge in the sense specified by Eq. (16) to the Shannon DWPT filters $\{h_{\pi}^\varepsilon\}_{\varepsilon=0.1}$. On the other hand, Eq. (16) can be regarded as a property of regularity for the following reasons. According to [7], the Daubechies filters satisfy Eq. (16) when $r$ is the number of vanishing moments of the Daubechies wavelet function; according to [8], Battle-Lemarié filters also satisfy Eq. (16) when $r$ is the spline order of the Battle-Lemarié scaling function.

Let us consider decomposition filters satisfying Eq. (16). Let $\lambda$ be a binary sequence of elements of $\{0, 1\}$. The following result, similar to Lemma 1, describes the asymptotic distribution of the discrete random process $c_{j,n(k)}^r$ returned at node $(j, n(k))$ when the resolution level $j$ and the order $r$ of the filters increase. With the same assumptions and notations as those used so far:

**Proposition 1** Assume that $\gamma$ is continuous at $a(\lambda)$. Then, when $j$ and $r$ tend to infinity, the sequence $(c_{j,n(k)}^r)_{j \in \mathbb{N}}$ converges in distribution to a white Gaussian process with variance $\gamma(a(\lambda))$ in the following sense: For every $x \in \mathbb{R}^N$ and every $\eta > 0$, there exists $j_0 = j_0(x, \eta) > 0$ and $r_0 = r_0(x, j_0, \eta)$ such that, for every $j \geq j_0$ and every $r \geq r_0$, the absolute value of the difference between the value at $x$ of the probability distribution of the random vector $(c_{j,n(k)}^r[k_1], c_{j,n(k)}^r[k_2], \ldots, c_{j,n(k)}^r[k_N])$ and the value at $x$ of the centered $N$-variate normal distribution $\mathcal{N}(0, \gamma(a(\lambda))I_N)$ with covariance matrix $\gamma(a(\lambda))I_N$ is less than $\eta$. 
Basically, this result is a consequence of the following two facts. For every given natural number \( j \) and every \( n \in \{0, 1, \ldots, 2^r - 1\} \), let \( \text{cum}_{\alpha, \beta}^{[r]}(k_1, k_2, \ldots, k_N) \) stand for the cumulant of order \( N + 1 \) of the wavelet packet coefficients of \( X \) with respect to the packet \( W_{j,n}^{[r]} \). First, if \( N > 1 \), we have
\[
\lim_{j \to -\infty} \left( \lim_{r \to -\infty} \text{cum}_{\alpha, \beta}^{[r]}(k_1, k_2, \ldots, k_N) \right) = 0,
\]
uniformly in \( k_1, k_2, \ldots, k_N \). Second, if \( \gamma \) is continuous at \( a(\lambda) \), then
\[
\lim_{j \to -\infty} \left( \lim_{r \to -\infty} R_{\alpha, \beta}^{[r]}(k) \right) = \gamma(a(\lambda)) \delta[k],
\]
uniformly in \( k \in \mathbb{Z} \), with \( a(\lambda) \) given by Eq. (15). Note that the latter statement follows from [4, Theorem 1].

**Remark 1** If \( n = n_{3,1}(j) \) is a constant function of \( j \), the behaviour of \( \text{cum}_{\alpha, \beta}^{[r]}(k_1, k_2, \ldots, k_N) \) when \( j \) tends to \( -\infty \) straightforwardly derives from Lebesgue’s dominated convergence theorem applied to Eqs. (5), (6). However, Eqs. (17),(18) suggest that \( r \) may play a role in the convergence of the cumulant. The experimental results of the next section highlights that this convergence actually accelerates when \( r \) increases.

5. EXPERIMENTAL RESULTS

Since Proposition 1 is asymptotic, our purpose is to experimentally study how well the tendency to Gaussianity is satisfied when the input process is non-Gaussian and the DWPT is performed with finite values for the resolution level and the order of decomposition filters. The Daubechies filters are used to perform the DWPT. They converge to the Shannon filters when the number \( r \) of vanishing moments of the Daubechies mother wavelet increases. As above, \( X(t) \) stands for the centred Hilbertian random process to decompose. In our experiments, \( X(t) \) is Generalized Gaussian (GG). This means that, for every \( t \in \mathbb{R} \), \( X(t) \) follows the Generalized Gaussian Distribution (GGD) with scale \( \alpha \), shape \( \beta \) and zero mean. For each \( \ell \in \mathbb{R} \), the Probability Density Function (PDF) of \( X(t) \) is \( f_{\alpha, \beta}(x) = \frac{1}{\Gamma(3/\beta)} \exp\left(-x^\beta/\alpha\right) \) where \( \Gamma \) is the standard Gamma function. The value of the GGD standard deviation is \( \sigma = \sqrt{\Gamma(3/\beta)/\Gamma(1/\beta)} \). In what follows, \( \alpha = \sqrt{\Gamma(3/\beta)/\Gamma(1/\beta)} \) so that \( \sigma = 1 \). When the shape parameter \( \beta \) equals 2, the GGD is Gaussian; when \( \beta \) decreases (from 2 to 0), the PDF of the GGD is sharper, and sharper (see figure 1); when \( \beta = 1 \), the GGD is the Laplacian distribution. Moreover, in our experiments, the samples \( X(1), X(2), \ldots, X(N) \) of the GG process \( X(t) \) are correlated. In fact, these samples are synthesized by filtering a discrete sequence of independent and identically distributed random variables through an auto-regressive (AR) filter of order 1, and such that the spectrum of \( X(t) \) is \( \gamma(\omega) = (1 - \mu)|\omega|^{\beta} \exp(-i\omega\rho)|\omega|^{\beta} \) where \( 0 < \mu < 1 \). If \( \alpha \) and \( \beta \) are the parameters of the GG random variables used to synthesize the samples of \( X(t) \), we henceforth say that the output discrete process \( X(t) \) is AR(1)-GG. Experimental tests are carried out with \( \mu = 0.5, 0.75, 0.9, 0.95 \). The spectra corresponding to these values are those of figure 1.

The experiments are conducted with 100 independent random copies of the random vector formed by the \( N \) samples \( X(1), X(2), \ldots, X(N) \) with \( N = 2^{20} \). Each copy is used as an input of the DWPT. We then consider the four wavelet packet coefficients associated with the sequences \( \lambda_0 = \{ \delta[k - q] \}_{q \in \mathbb{Z}} \), for \( q = 0, 1, 2 \) and 3. For these sequences, and taking into account Eq. (9), we have \( n_{\lambda_0}(\ell) = 0 \) for every natural number \( \ell \), and for \( q = 1, 2, 3 \),
\[
n_{\lambda_0}(\ell) = \begin{cases} 0 & \text{for } \ell = 1, 2, \ldots, q - 1, \\ 2^{\ell - q} & \text{for } \ell = q, q + 1, \ldots. 
\end{cases}
\]

It follows that \( G(n_{\lambda_0}(\ell)) = 0 \) and that
\[
G(n_{\lambda_0}(\ell)) = \begin{cases} 0 & \text{for } \ell = 1, 2, \ldots, q - 1, \\ 2^{\ell - q + 1} - 1 & \text{for } \ell = q, q + 1, \ldots, 
\end{cases}
\]
for \( q = 1, 2, 3 \). According to Eq. (15), \( a(\lambda_0) = 0 \) and \( a(\lambda_0) = \pi/2^{q - 1} \) for \( q = 1, 2 \) and 3. Table 1 gives the values \( G(a(\lambda)) \) for the four test sequences. For every path \( \lambda \) among those introduced above, the Kolmogorov-Smirnov (KS) test with significant level 5% is used to decide whether the samples \( (c_{\lambda_0}^{[r], n_{\lambda_0}(\ell)})_k \) returned by the DWPT for a given copy, satisfy the null hypothesis (that is, follow the normal distribution \( N(0, 1) \)), or not (alternative hypothesis). The KS acceptance rates obtained are presented in table 2. By increasing the resolution level \( j \) when the order of the filters is constant and equals \( r = 1 \), the KS acceptance rate increases for most of the DWPT paths. When the resolution is fixed to \( j = 6 \), it suffices to increase the order \( r \) to also increase this acceptance rate. For the sequences under consideration and for AR(1)-GG processes with \( 1 < \beta < 2 \) and \( 0 < \mu < 0.9 \), normality can reasonably be considered to be attained when the resolution level \( j = 6 \) and the order of the Daubechies filters is \( r = 7 \). The less satisfactory results occur for large values of \( \mu \) or small values of \( \beta \). When \( \mu \) is large, the spectrum becomes rather sharp around the null frequency (see figure 1 for \( \mu = 0.90, 0.95 \); on the other hand, when \( \beta \) is small, the PDF of the GGD is still sharper at the origin (see figure 1 for \( \beta = 0.5 \)). However, even for large values of \( \mu \) and small values of \( \beta \), increasing both the order of the filters and the resolution level improves the KS acceptance rate (see table 3).

As an illustration, figure 2 shows histograms of the DWPT coefficients obtained at resolution level 6, by using Daubechies filters of order 7. The decomposition concerns the samples of an AR(1)-GG process with \( \beta = 1 \) and \( \mu = 0.75 \). These histograms are compared with the PDF of the Gaussian limit distribution.

It follows from the results above that significant acceptance rates are attained by increasing first the resolution level and then the order of the filters. This confirms the theoretical results. The order of the filters speeds up the convergence to normality even for the path associated with the null sequence \( \lambda_0 \) (see remark 1). This can be noticed by comparing, at resolution level \( j = 6 \), the acceptance rates obtained for \( r = 1 \) to those obtained for \( r = 7 \) in tables 2 and 3 for \( P_{\lambda_0} \).
Table 1: Values $\gamma(a(\lambda))$ for the four test sequences.

<table>
<thead>
<tr>
<th>Path</th>
<th>$\mu = 0.5$</th>
<th>$\mu = 0.75$</th>
<th>$\mu = 0.9$</th>
<th>$\mu = 0.95$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{\lambda_0}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$P_{\lambda_1}$</td>
<td>0.1111</td>
<td>0.0204</td>
<td>0.0028</td>
<td>0.0007</td>
</tr>
<tr>
<td>$P_{\lambda_2}$</td>
<td>0.2052</td>
<td>0.0412</td>
<td>0.0057</td>
<td>0.0014</td>
</tr>
<tr>
<td>$P_{\lambda_3}$</td>
<td>0.4798</td>
<td>0.1332</td>
<td>0.0201</td>
<td>0.0048</td>
</tr>
</tbody>
</table>

Table 2: KS test acceptance rates for the normal distribution $N(0,1)$ of the DWPT coefficients returned at resolution level $j = 3, 6$ for different DWPT paths. The DWPT input process is AR(1)-GG with $\alpha$ such that $\sigma = 1$.

<table>
<thead>
<tr>
<th>Path</th>
<th>$\mu = 0.5$</th>
<th>$\mu = 0.75$</th>
<th>$\mu = 0.9$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{\lambda_0}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$P_{\lambda_1}$</td>
<td>0% 95% 98%</td>
<td>0% 42% 99%</td>
<td>0% 0% 19%</td>
</tr>
<tr>
<td>$P_{\lambda_2}$</td>
<td>0% 91% 98%</td>
<td>0% 52% 98%</td>
<td>0% 0% 94%</td>
</tr>
<tr>
<td>$P_{\lambda_3}$</td>
<td>0% 95% 88%</td>
<td>0% 37% 86%</td>
<td>0% 0% 91%</td>
</tr>
</tbody>
</table>

Table 3: KS test acceptance rates for the normal distribution $N(0,1)$ of the DWPT coefficients returned at resolution level $j = 6, 7$ for different DWPT paths. The DWPT input process is AR(1)-GG with $\alpha$ such that $\sigma = 1$.

<table>
<thead>
<tr>
<th>Path</th>
<th>$\mu = 0.5$</th>
<th>$\mu = 0.75$</th>
<th>$\mu = 0.9$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{\lambda_0}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$P_{\lambda_1}$</td>
<td>0% 84% 94%</td>
<td>0% 31% 96%</td>
<td>0% 0% 21%</td>
</tr>
<tr>
<td>$P_{\lambda_2}$</td>
<td>0% 94% 96%</td>
<td>0% 67% 93%</td>
<td>0% 0% 92%</td>
</tr>
<tr>
<td>$P_{\lambda_3}$</td>
<td>0% 95% 82%</td>
<td>0% 56% 78%</td>
<td>0% 0% 89%</td>
</tr>
</tbody>
</table>

6. CONCLUSION

In this paper, the tendency to normality of the wavelet packet coefficients of a strictly stationary random process has been studied. We have considered DWPT filters whose Fourier transforms converge almost everywhere to the Fourier transform of the Shannon filters. This type of filters makes it possible to state results that are valid for any path of the DWPT. Daubechies and Battle-Lemarié filters are examples of such filters. The asymptotic distribution of the wavelet packet coefficients is normal with variance equal to the value taken by the input process spectrum at some specific frequency. This frequency can be computed with respect to the nested supports of the Fourier transforms of the wavelet packets associated with the chosen path. The results of this paper may thus be applicable to several signal processing fields, data analysis or communication applications. Detailed proofs and comments of the results presented above will be given in a forthcoming paper in the general framework of $M$-band wavelet packet transforms. A preliminary version of this paper is downloadable from http://fr.arxiv.org/abs/0802.0797.
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