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ABSTRACT

Silence compression scheme is essential for efficient voice
communication systems. It allows a significant reduction
of transmission bandwidth during silence period where only
parametric descriptions of the background noise are transmit-
ted. A silence compression scheme includes a voice activity
detection (VAD), a discontinuous transmission (DTX), a si-
lence insertion descriptor (SID), and a comfort noise genera-
tor (CNG) module. In this paper, we describe a silence com-
pression scheme for ITU-T Recommendation G.729.1 which
employs a unique scalable SID frame structure. This scal-
able frame structure consists of a lower band core layer, a
lower band enhancement layer, and a higher band layer. The
scheme is optimized for ITU-T G.729.1 and is interoperable
with ITU-T G.729 Annex B.

1. INTRODUCTION

A silence compression scheme for the ITU-T G.729.1 Rec-
ommendation [1] is described in this paper. Current multi-
media and personal communication services are widely de-
ployed with silence compression schemes, which allow the
reduction of transmission bandwidth by taking advantage of
the inactive periods of speech. Such schemes generally use
a voice activity detection (VAD) module to distinguish be-
tween the active and inactive speech period. During the in-
active speech periods, a lower bitrate is achieved by stopping
the transmission and only sending silence insertion descrip-
tion (SID) updates when changes in the background noise
characteristics are detected. The SID frames contain a rep-
resentation of the background noise characteristics which are
used by the decoder to generate a background noise with sim-
ilar characteristics.

The SID frame structure of our silence compression
scheme consists of 3 layers, a lower band core layer compat-
ible with G.729 Annex B [2, 3], a lower band enhancement
layer, and a higher band layer.

The paper is organized as follows: Section 2 describes
the standardization process of G.729 and G.729.1 codec in-
cluding the corresponding silence compression scheme. Sec-
tion 3 gives an overview of the silence compression scheme.
Section 4 presents a detailed description of the DTX module
followed by the description of the SID bitstream structure in
Section 5 and of the CNG in Section 6. A method of han-
dling bitrate switching during the DTX operation, as an ex-
tension of the bitrate switching handling of G.729.1 codec,
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is presented in Section 7. The performance evaluation of the
proposed silence compression scheme is outlined in Section
8 and Section 9 concludes our paper.

2. THE ITU-T G.729 AND G.729.1 STANDARDS

ITU-T G.729.1 codec (standardized in May 2006) is an 8-
32 kbit/s scalable wideband (50-7000 Hz) extension of the
G.729 codec [4]. The scalable structure of its bitstream al-
lows a flexible bitrate and bandwidth adjustment during the
transmission. By default, the encoder input and decoder out-
put are sampled at 16000 Hz.

The codec employs a three-stage structure: an embedded
code-excited linear-prediction (CELP) codec, a time-domain
bandwidth extension (TDBWE), and a predictive transform
coding, which is referred to as the time-domain aliasing can-
cellation (TDAC). ITU-T G.729.1 codec uses 20 ms super-
frames, but its embedded CELP stage uses 10 ms frames (as
in G.729), which means that two 10 ms CELP frames are
processed per 20 ms superframe.

The bitstream produced by the encoder consists of 12 em-
bedded layers. The first layer is the core layer with a bitrate
of 8 kbit/s. This layer is compatible with G.729 bitstream.
The second layer is a narrowband enhancement layer, which
adds 4 kbit/s to reach the rate of 12 kbit/s. The other 10 lay-
ers are the wideband enhancement layers, each adds 2 kbit/s.
A high level description of G.729.1 can be found in [5].

To help introducing wideband communications, G.729.1
has been built with a core interoperable with G.729, a widely
deployed narrowband speech codec [4] for voice over IP
(VoIP). However, while G.729 includes a silence compres-
sion scheme in G.729 Annex B [2], G.729.1 was initially
standardized without a silence compression scheme.

Following the standardization of G.729.1, a new work
item was launched in ITU-T Study Group 16 Question
10 (Q10/16) to extend G.729.1 with a silence compression
scheme for VoIP applications such as enterprise networks. A
term of reference (ToR) [6] was established, with the VAD of
G.722.2 [7] as a provisional VAD for the test. While several
companies indicated their intentions to participate in a qual-
ification phase, only Huawei Technologies and Siemens En-
terprise Communications confirmed their intentions to par-
ticipate and these two companies decided to collaborate on
this work item. Therefore, Q10/16 decided to skip the quali-
fication phase and to launch an optimization/characterization
phase. The characterization phase quality assessment test
plan was drafted by Q7/12 speech quality experts group
(SQEG) and the listening test phase took place in March
2008. The test results were then submitted to Q7/12 for a
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Figure 1: Typical structure of a silence compression scheme,
s(t) and ŝ(t) denote the input and output signal, respectively.

thorough analysis and finally recommended Q10/16 to go
forward with the standardization of this scheme. A draft re-
quest for comments (RFC) [8] has been compiled by the In-
ternet engineering task force (IETF) to define the bitstream
of silence compression scheme in the real-time transport pro-
tocol (RTP) format for G.729.1.

3. SILENCE COMPRESSION SCHEME GENERAL
DESCRIPTION

A silence compression scheme typically consists of several
modules, i.e., VAD, DTX, SID, and CNG modules as shown
in Figure 1. In the development work of the G.729.1 silence
compression scheme, the input VAD decision was obtained
from the VAD module of the standardized adaptive multi rate
- wideband (AMR-WB) codec [7]. In general, the VAD mod-
ule can be chosen from many other existing VAD modules.

At the transition from active to inactive speech period,
the encoder features a hangover phase, during which the on-
set of inactive superframe is still coded by voice or active
speech parameters and at the same time the parameters for
the inactive speech period are being learned (noise learning
phase). The first step in reducing the source bitrate is already
accomplished in that only the layers up to 14 kbit/s are en-
coded during this hangover phase. At the end of the hangover
phase an initial SID frame, containing the information about
the background noise estimated during the hangover phase,
is transmitted. The hangover phase takes a length of five su-
perframes. Further transmission of SID frames is decided by
the DTX handler, which is described in Section 4.

The generation of background noise during the inactive
speech period is done by the CNG module. The CNG uses
the information from the SID frames to generate the comfort
noise. It will retain the information from the last SID frame
and continue generating the noise using this information as
long as there is no SID frame update.

4. DISCONTINUOUS TRANSMISSION (DTX)

The DTX handler is designed to trigger the transmission of
an SID frame if the characteristics of the background noise
change significantly. In addition to that, self-triggered trans-
mission of an SID frame can be forced such that a minimum
frame rate can be guaranteed. This feature has been designed
for applications that might need a minimum payload (alive
indication). The minimum SID frame rate can be supplied as
a codec (encoder) parameter.

As the structure of the codec for the inactive speech pe-
riod is similar to that of the active speech case at up to 14
kbit/s, so is the DTX handler structured into narrowband and
wideband parts.

4.1 Lower Band DTX

For each inactive 20 ms superframe, the lower band DTX
module indicates the need of sending an update of inactive
parameters, by measuring the perceptual changes during the
inactive speech period. For each of the two 10 ms frames
of each 20 ms superframe of an inactive speech period, the
algorithm is based on the same approach as of the DTX in
G.729 Annex B, in comparing the linear prediction coding
(LPC) filter and the energy of the current frame to the previ-
ously transmitted LPC filter and energy. The Itakura distance
measure is used for the comparison of the LPC filters and the
absolute distance in the dB domain is used for the compar-
ison of the energies, similar to G.729 Annex B. However,
very minor modifications of the LPC filter and the energy es-
timate are introduced, as well as minor adjustments of the
thresholds used in the decision. The lower band DTX flag
for the entire 20 ms superframe, NB f lag change is set if
perceptual significant change is detected in either the first 10
ms frame or the second 10 ms frame.

4.2 Higher Band DTX

The wideband extension layer for the inactive speech period
is very similar to the TDBWE algorithm used in the 14 kbit/s
layer of G.729.1. As described in [9] the TDBWE algorithm
uses a time envelope T m

env(i) and a frequency envelope Fm
env( j)

to describe the properties of the signal in time and frequency
domains where m denotes the superframe index. Since only
slow temporal variations of energy can be described by the
SID scheme, the values of the time envelope are replaced by
their mean value w.r.t. a frame’s length:

T
m
env(i) = T

m
=

1

16

15

∑
i=0

T m
env(i), (1)

in case of an inactive superframe. These parameters, T
m

and
Fm

env(i), are lowpass-filtered according to

T̃ m(i) = αtenv ·T
m
(i)+(1−αtenv) · T̃

m−1(i), (2)

and

F̃m
env( j) = α f env ·F

m
env( j)+(1−α f env) · F̃

m−1
env ( j), (3)

where α f env = 0.25 and T̃ m(i) and F̃m
env( j) denote the filtered

time and frequency envelope parameters, respectively. The
initial values T̃ m−1(i) and F̃m−1

env ( j) are derived during the
noise learning phase by averaging the envelope parameters

T
m
(i) and Fm

env( j) over a couple of superframes. During the
active speech period, a mean time envelope value MT , and
mean-removed time and frequency envelope parameter sets,
T M

env(i) and FM
env( j) will be used in the TDBWE quantization

[9]. During the inactive speech period, the corresponding
modified parameter sets M̃T , T̃ M

env(i), and F̃M
env( j) are calcu-

lated and quantized.
The variations of the filtered parameters are monitored

throughout the inactive speech period. Two kinds of vari-
ations are tracked, namely the short-term changes in order
to have an indication of transitions in the properties of the
background noise and the long-term changes in order to keep
track of a temporal drift in the same properties. If any of the
parameters monitored exceeds an associated threshold the
flag WB f lag change is set to 1.

16th European Signal Processing Conference (EUSIPCO 2008), Lausanne, Switzerland, August 25-29, 2008, copyright by EURASIP



NB f lag change WB f lag change f lag change

0 0 0
1 0 combined test
0 1 combined test
1 1 1

Table 1: Combined DTX decision flag.

4.3 Combined DTX Decision

The final DTX decision flag, f lag change is determined
based on both NB f lag change and WB f lag change, us-
ing the decision table shown in Table 1. When the
NB f lag change and the WB f lag change do not agree, the
combined test is used to avoid too frequent SID updates
which can unnecessarily reduce the bandwidth saving. A de-
cision measure d is calculated according to:

d = w1 ·
∣

∣T sid − T̃ m(i)
∣

∣+w2 ·
11

∑
j=0

∣

∣Fsid( j)− F̃m
env( j)

∣

∣+

+ w3 ·C f +w4 ·Cg, (4)

where w1, · · · , w4 are are optimally tuned weights. For the

upper band, T sid is the time envelope of the last SID super-

frame, Fsid( j) is the jth frequency envelope of the last SID
superframe. For the lower band, C f is the ratio of the Itakura
distance between the previous SID LPC filter, current LPC
filter and the threshold, which is expressed by:

C f =
∑

N
j=0 Ra( j)×Rt( j)

Et × thr1
, (5)

(see Eq. B.12 in [2]) where Ra( j) is a function derived
from the autocorrelation of the coefficients of the SID filter
and Rt( j) denotes the cumulative sum of the autocorrelation
functions. Cg is calculated as follows:

Cg =
|Et −Esid

q |

thr2
, (6)

(see Section B.4.1.4 in [2]) where Esid
q denotes the previ-

ously decoded SID log-energy and Et is the current super-
frame residual energy. When d < 1, f lag change is set to 0,
otherwise f lag change is set to 1.

5. SILENCE INSERTION DESCRIPTOR (SID)
STRUCTURE

The SID structure consists of three embedded layers, i.e., a
lower band core layer, a lower band enhancement layer, and
a higher band layer, having 15, 9, and 19 bits, respectively.

5.1 Lower Band Core Layer

The structure of the core SID is identical to the SID of G.729
Annex B, which allows G.729.1 to decode SID frames gen-
erated by G.729 Annex B and for G.729 Annex B to decode
SID core frames generated by G.729.1. This SID structure
uses 10 bits in split vector quantizer (VQ) to describe the
LPC filter and 5 bit scalar quantizer for the energy.

5.2 Lower Band Enhancement Layer

The LPC filter representation is improved by allocating an
additional 6 bits to the line spectral frequency (LSF) quan-
tization. The third stage codebook is constructed from the
second stage codebook of G.729 using an index-mapping ap-
proach as in G.729 Annex B. The vectors in this third stage
codebook are further multiplied by a gain factor, obtained
from an 8-entries scalar codebook, which is indexed by the
upper 3 bits of the energy index of the core layer energy
quantizer. The enhancement layer codebook quantizes the
vector of LSF quantization errors, obtained by subtracting
the core layer quantized LSF vector from the original LSF
vector. Another 3 bits are used to improve the energy scalar
quantizer, where 8 quantization levels are uniformly added
between each of the quantization level of the core layer. Be-
low -4 dB (the lowest quantization level of the core layer) 8
quantization levels spaced at 1 dB are added down to -12 dB.

5.3 Higher Band Layer

The encoding of the higher band part [4-7 kHz] of the signal
during inactive period is very close to the TDBWE module
used in [1]. The main difference between voice and silence
coding is due to the nature of the signal, notably very slow
temporal variation of parameters or infrequent update of the
parameters, which results in the time envelope considered as
being constant in time. The mean removed time envelope
parameter vectors, consequently, are set to zero, T̃ M

env(i) = 0,
and the bits that were allocated to the time envelope need not
to be spent on the inactive superframe case.

6. COMFORT NOISE GENERATOR (CNG)

6.1 Lower Band CNG

The lower band CNG algorithm is very similar to the al-
gorithm used in G.729 Annex B. However, several changes
were introduced for the reconstruction of the parameters, the
parameter interpolation, the control of the energy, and the
smoothing of the transitions between the active signal and
CNG.

For the first inactive superframe, the energy and the spec-
tral parameters for the first frame within that superframe are
estimated from the parameters of the hangover period. The
energy and the spectral parameters extracted from the first
SID information are extrapolated and used for the second
frame of that superframe and for the next non-transmitted
superframes. Similar extrapolation is performed each time a
new SID frame is received.

The extrapolation uses dsid , the distance (in frame num-
bers) between the currently received SID and the previously
received SID. The energy is extrapolated by

Ecur = Epre +
Esid −Epre

|k−dsid |+1
, (7)

where Ecur is the energy of the current (kth) frame, Esid is
the energy delivered by the last SID, and Epre is the energy
delivered by the SID before the last one. The spectral pa-
rameters are interpolated in a similar way, but with an added
dither, according to the following procedure. First, a dither
parameter for each LSF index i is calculated by:

Dls f (i) =
ωsid(i)−ωpre(i)

|k−dsid |+1
, (8)
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where ωsid(i) is the ith LSF received from the last SID and

ωpre(i) is the ith LSF received by the SID before the last one.

Then the current frame ith LSF is calculated by:

ωcur(i) = ωpre(i)+Dls f (i)+ rand

(

−
Dls f (i)

2
,

Dls f (i)

2

)

,

where rand(a,b) returns a random number between a and b.

The excitation at the transition between the last active
superframe and the first CNG superframe is smoothed by an
overlap-and-add approach between an excitation superframe
generated using parameters from the last active superframe
and an excitation generated using the noise parameters.

The excitation will then be shaped at every frame by a
shaping filter to improve the perceptual quality of the synthe-
sized signals. The excitation is generated as in G.729 Annex
B and is filtered by the reconstructed LPC filter to create the
comfort noise. The energy of the generated comfort noise is
slightly attenuated for a long period of distinctly stationary
noise.

6.2 Higher Band CNG

The higher band extension layer for the inactive speech pe-
riod is very closely matched to the active speech [9], but there
is an important difference in the generation of the excitation
signal. The TDBWE algorithm for the active frame derives
the parameters voiced gain gv and unvoiced gain guv satisfy-
ing

g2
v +g2

uv = 1, (9)

from the core layer CELP codec’s pitch parameter as well
as the fixed and adaptive codebook gains. These parameters
are used to synthesize an artificial excitation signal, which is
mixed from a voiced and an unvoiced contribution. For the
inactive speech case there is no such voiced contribution to
the excitation signal since the CELP layer does not provide
the pitch parameters and adaptive codebook (voiced) contri-
bution. Hence, the gain parameters of the TDBWE are set
to gv = 0 and guv = 1 for the inactive speech case. As a
consequence, the generation of the voiced contribution to the
excitation signal as described in [9] is omitted and the white
noise signal remains as the only source of excitation.

7. BITRATE SWITCHING

The bitrate switching method from G.729.1 has been ex-
tended to the DTX/CNG operation mode. It uses a mecha-
nism to gather information on the wideband speech presence.
If wideband speech is mostly observed during the conversa-
tion, the switching is directed to the wideband. The same
method applies for the narrowband case. Switching from
narrowband to wideband requires a shorter transition period
(100 ms) compared to the transition in the active speech pe-
riod. Unlike the immediate transition from wideband to nar-
rowband condition as applied during the active speech pe-
riod, during the DTX/CNG mode it requires 1 s transition
period by expanding the bandwidth and creates new spectral
components to high frequencies based on the last received
TDBWE parameters, then fades out high frequencies using
time varying parameters.

8. PERFORMANCE EVALUATION

8.1 Complexity and Memory Requirements

The proposed silence compression scheme adds around 0.27
WMOPS computational complexity to the G.729.1 during
active transmission. The active transmission is defined when
the G.729.1 encoded frames are being transmitted. This cal-
culation is evaluating the additional complexity which oc-
curs during the hangover period. During inactive transmis-
sion, i.e., when the SID frames are being transmitted and the
CNG is active, the complexity is shown around 16 WMOPS,
which is less than half the G.729.1 complexity (around 35
WMOPS). The complexity is measured at 32 kbit/s.

In addition to that, the additional RAM requirements are
0.34 and 0.03 kwords for the static and dynamic RAM, re-
spectively. The additional data ROM is 0.287 kwords and the
program ROM is given as 9557 which indicates an increase
of 1232 basic operations and function calls. Note that the
above requirements do not include the VAD module.

8.2 Listening Test Setup

Two listening laboratories were involved in testing the si-
lence compression scheme. Beijing Institute of Technology
(BIT) conducted the test in Chinese language and France
Telecom (FT) in French language. In each laboratory, two
listening tests were conducted, one in narrowband and one
in wideband at three different bitrates, i.e., 12, 22, and 32
kbit/s. A total of 32 native listeners divided into 4 groups of
8 listeners, were required for each test.

Each laboratory provided the speech material which con-
sisted of 16 kHz speech samples obtained from 3 male and 3
female speakers. The listening test and the processing plan
can be found in [10, 11]. For filtering and downsampling,
the processing functions from the software tool library (STL)
[12] were used.

Noisy speech conditions were obtained by adding noise
to the clean speech signal as specified in the processing plan.
Three different noises were required, i.e., office noise, babble
noise with 40 voices, and babble noise with 128 voices. The
resulting noisy speech signal was adjusted to 20, 30, and 20
dB signal to noise ratio (SNR) level, respectively.

8.3 Test Results and Analysis

The listening tests have been successfully conducted in
March 2008 and the results have been analyzed by Q7/12
in April 2008. The proposed silence compression scheme
has passed all quality requirements and some quality objec-
tives verification as shown in Tables 2 and 3, respectively.
The chosen procedure to assess the scheme is the degrada-
tion category rating (DCR) as described in [13]. The quan-
tity evaluated from the scores is represented by the symbol
DMOS (degradation mean opinion score).

The quality requirements were tested using the Poor
or Worse (PoW) procedure. This procedure compares the
amount of annoying and very annoying votes between the
reference G.729.1 codec (DTX OFF) and the proposed
scheme (DTX ON). Having PoW votes of 0, 1, 2, and 3 for
the reference will set the maximum allowed PoW votes for
the proposed scheme to 19.2, 20.2, 21.2, and 22.2, respec-
tively. The results in Table 2 show much lower PoW votes
for the proposed scheme than the maximum allowed PoW
votes.
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# of PoW Votes
Office, 20 dB Babble 40, 30 dB Babble 128, 20 dB
FT BIT FT BIT FT BIT

12 kbit/s
DTX OFF - - 2 1 1 1
DTX ON - - 2 - - -

22 kbit/s
DTX OFF 1 - 2 1 3 2
DTX ON 3 2 1 1 2 7

32 kbit/s
DTX OFF 1 3 - - 2 1
DTX ON 1 1 - - - 3

Table 2: Quality requirement test results using the Poor or Worse (PoW) procedure.

DMOS
Clean Speech Office, 20 dB Babble 40, 30 dB Babble 128, 20 dB

FT BIT FT BIT FT BIT FT BIT

12 kbit/s
DTX OFF 4.78(0.08) 4.78(0.08) 4.46(0.09) 4.66(0.01) 4.66(0.08) 4.72(0.09) 4.52(0.11) 4.59(0.10)
DTX ON 4.71 4.74 4.48 4.72 4.71 4.70 4.45 4.63

22 kbit/s
DTX OFF 4.57(0.07) 4.54(0.10) 4.42(0.09) 4.54(0.10) 4.49(0.08) 4.54(0.09) 4.35(0.08) 4.49(0.12)
DTX ON 4.59 4.63 4.29 4.38 4.42 4.44 4.45 4.30

32 kbit/s
DTX OFF 4.72(0.06) 4.67(0.09) 4.59(0.08) 4.59(0.10) 4.62(0.07) 4.68(0.09) 4.57(0.09) 4.60(0.10)
DTX ON 4.67 4.69 4.49 4.47 4.54 4.59 4.52 4.43

Table 3: Quality objective test results using the not worse than procedure.

The quality objectives were evaluated using the not worse
than procedure. This procedure uses a one-sided t-test to set
the lower limit of the proposed scheme DMOS value. The
lower limit is obtained from Table 3 by subtracting the value
in the brackets from its reference DMOS value. As shown in
the table, all narrowband tests and some of the wideband tests
pass this quality verification procedure. The worst wideband
test results are showing ∆DMOS = 0.04 and ∆DMOS = 0.07
from the lower limit in FT and BIT tests, respectively. Note
that the results also tabulate the performance in clean speech.

Both quality verification procedures confirm the ex-
cellent performance of the proposed silence compression
scheme. In addition to that, the evaluation gathered on the
test materials at 32 kbit/s indicates an average bitrate at
around 19 kbit/s was obtained using the proposed scheme
with the percentage of speech activity at around 56%.

9. CONCLUSION

In this paper we have described the latest silence com-
pression scheme standardized in the ITU-T extending the
G.729.1 functionalities. It was shown that the proposed si-
lence compression scheme achieved a high quality perfor-
mance. It features an embedded SID structure and offers a
full interoperability operation with the G.729 Annex B si-
lence compression scheme and supports all G.729.1 bitrate
modes.
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