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ABSTRACT
We present a novel approach to parallelizing a lexical-tree based LVCSR decoding algorithm for multi-core desktop processors. The approach distributes the search space among the cores by dividing the lexical tree in a way that minimizes communication between cores. Synchronization and load balancing schemes for this approach are described. The parallel algorithm is benchmarked on a 5k-word Wall Street Journal task. The context-dependent triphone model baseline system achieves a WER of 8.4%. The algorithm is shown to achieve a speedup of 1.63 on an Intel Core 2 Duo processor, with an average CPU utilization of 86%. The results also show that increasing the width of pruning schemes improves the parallel speedup.

1. INTRODUCTION
After years of exponential growth in general-purpose processor frequencies, physical limits imposed by power density limit further growth. As a result, CPU manufacturers have adopted a different strategy for increasing computational power that involves adding multiple cores to a single chip. Most desktop computers now have dual-core processors; quad-core processors have been recently released; within a few years, processors with 32 or 64 cores are expected to be common. With multi-core architecture becoming increasingly prevalent, applications including speech decoding must be parallelized to exploit the resources of the multiple cores.

Although highly-optimized speech decoders can run in real time on large vocabulary tasks in clean conditions by employing aggressive pruning, aggressive pruning results in performance loss when decoding using the noisy versions of the clean data sets. Less aggressive pruning while decoding in noisy environments can worsen the real-time factor by five to ten times [1]. Hence, there is a need to improve the real-time rate of speech decoders by parallelizing the search.

The multiple acoustic feature sets combination techniques at model level, which are commonly known as probability combination algorithms (both synchronous and asynchronous), improve the performance of a system over the best single feature system [2, 3, 4, 5]. However, the trade-off is the extra computation required for multiple model evaluations. Multiple model evaluations can be done in parallel on multiple cores of a multi-core processor, thereby eliminating any drop in real-time performance of a decoder due to multiple model evaluations. However, the scalability of this approach is limited by the number of available feature streams, and it is unlikely that a large number of cores can be exploited with this approach. Also, the overall real-time rate of such a system would be limited to the slowest model evaluation. A better solution is to keep the flexibility to run the slowest model evaluation on several cores and deliver a better real-time rate. Parallelization of a speech decoder at the search level provides this flexibility.

Surprisingly, over the past two decades, few approaches to parallelizing speech decoder search algorithms on a shared-memory architecture have been proposed. Kimball et al. [6] implemented a parallel version of a simple Viterbi-decoding based recognizer (335 words with no grammar) on the MIMD BBN Butterfly Parallel Processor. RaviShankar [7] created a parallel version of the CMU Sphinx decoder on a PLUS microprocessor using C-threads. Phillips et al. [8] parallelized a Viterbi recognizer on a shared-memory architecture with Challenge processors. However, none of these approaches are for lexical-tree based decoders. A blockwise pipelining approach for a three-core cellphone processor was recently presented [9]. However, the search itself is not parallelized. In this paper, we present a parallel lexical-tree based LVCSR search algorithm for multicore desktop processors that parallelizes the decoder at the search level. As a result of parallelizing the search, both the acoustic model evaluation and language model lookup are also parallelized. Note that in this research, we are not interested in optimizing acoustic model evaluations, language model lookups or search itself, but are interested in developing generic techniques for parallelizing any lexical-tree based decoder.

2. BASELINE LVCSR SYSTEM
For this research, we employ the public domain Mississippi State decoder [10]. It is a hierarchical dynamic programming based time-synchronous Viterbi search engine that supports N-gram context dependent cross-word triphone decoding. This system has been used on several evaluations including Aurora Evaluations [11]. Because this decoder uses a lexical tree, our approach should be applicable to other lexical-tree based decoders.

2.1 Lexical Tree
Lexical-tree based decoding enables efficient sharing of computations among the active word-beginning triphone models. Instead of creating multiple copies of the lexical-tree, a single copy of the lexical-tree is used to minimize memory requirements. However, the tradeoff is that a N-gram word history has to be maintained for each search path.
2.2 Pruning and Path Merging

The decoder supports three different pruning schemes. A standard beam pruning approach is used to maximize search accuracy while minimizing memory requirements. Active phone model instances pruning is used to reduce the peak memory requirements. (All the partial paths in the search space that correspond to the same phone model, same lexical node and N-1 word history are considered at the same position in the search space. This position in the search space is represented as a unique phone model instance.) Word-end pruning limits the number of active word-level paths, thereby reducing computational and memory load.

Partial paths at all three levels (word, phone, state) in the search hierarchy are merged using the principle of dynamic programming.

2.3 Decoding Algorithm

The portion of the decoder code that is most computation-all intensive is abstracted in the pseudocode of Algorithm 1. The detailed design of this decoder, including the search algorithm, is given in [10].

Algorithm 1 Sequential Decoding Algorithm

1: create a path to start word
2: for all frames do
3: read feature vector
4: expand word paths to states()
5: expand phone paths to states()
6: compute phone model instance pruning threshold
7: prune active phone model instances based on phone model instance pruning threshold
8: project states()
9: compute state-level beam threshold
10: prune state-level paths based on state-level beam threshold
11: compute phone-level beam threshold
12: create word paths()
13: compute word-level beam threshold
14: prune word-level paths based on word-level beam threshold
15: compute word-end pruning threshold
16: end for
17: backtrace best path using word-level history
18: expand_word_paths_to_states();
19: for all active word-level paths do
20: apply word-end pruning
21: propagate word-level paths to phone model instances
22: propagate paths to HMM states in the phone model instance
23: end for
24: expand_phone_paths_to_states();
25: for all active phone-level paths do
26: propagate phone-level paths to next phone model instance according to the pronunciation
27: propagate paths to HMM states in the phone model instance
28: end for
29: project_states();
30: for all active phone model instances do
31: for all states in phone model instance do
32: evaluate the state and propagate paths to next states with Viterbi pruning
33: if next state is phone model instance last state then
34: create phone-level path corresponding to the phone model instance
35: end if
36: end for
37: end for
38: create_word_paths();
39: for all phone-level paths do
40: prune phone-level paths based on phone-level beam threshold
41: if phone-level path corresponds to end-phone of a word pronunciation then
42: create word-level path corresponding to the word
43: merge this path with other word-level paths if appropriate
44: add the word to word-level history if appropriate
45: end if
46: end for
can also be a tree. We call the group of branches (or trees) at the root node that is assigned to a thread the thread-tree corresponding to that thread. In this simple example, there are only two thread-trees in the lexical tree, and we assume that we have two threads available to us. The first thread-tree is composed of the branch that ends at the word CAN. The second thread-tree is composed of the part of the lexical tree that has two word-ends: BAN and BASS. Hence, each thread is assigned one thread-tree. During decoding, each thread searches its own thread-tree(s). While search progresses through a branch, all the triphone models that are constructed dynamically from the monophones in this branch are local to the thread to which this branch is allocated. The states corresponding to these triphone models are also evaluated locally by this specific thread. This approach has the following advantages.

- Acoustic model state evaluation and language model lookup are automatically parallelized,
- Because the branches of the lexical tree are independent, interactions among threads can be significantly reduced,
- The algorithm as well as the changes to the serial code for this approach are simple and minimal because each thread searches its portion of the lexical tree.

Nevertheless, as we will see in the following sections, the need to exchange information among threads and perform load balancing is not entirely eliminated by this approach.

### 3.1 Synchronization

The time-synchronous property of the Viterbi search must be maintained in any parallelization of the Viterbi algorithm. Even when each thread searches its own thread-tree, all the threads must synchronize with each other at each time frame. In addition to the need to synchronize threads at each time frame, some of the speech decoder operations require synchronization at each time frame. All three pruning schemes require synchronization to compute global maximum scores within the processing of each time frame. The sequence of mandatory synchronization steps in each time frame is collectively called time synchronization.

The choice to parallelize the search by using lexical trees to divide the search space results in a second form of synchronization. Whenever any thread reaches one of the leaf nodes of the thread-tree assigned to it, representing word ends, it needs to exchange information with other threads, for two reasons. First, whenever a thread reaches any leaf node of its thread-tree, it needs to broadcast the word-level path representing the word-end at the leaf node to all the other threads. This is necessary because, in the next time frame, this word-level path needs to be expanded in all the threads. In the simple example of Figure 1, at the leaf node of the thread-tree corresponding to thread1, all the word-level paths representing the end of word CAN are broadcast to thread2. Second, the path-merging step at word ends requires comparison of all partial paths with the same word history, which may be distributed among various threads. If these paths occur in different threads, the parallel decoder needs to exchange information among threads. This information exchange is called lexical-tree synchronization.

### 3.2 Load Balancing

Due to the statistical nature of the heuristics derived from HMM acoustic models and N-gram language model, the active search-space (active triphone model instances and the corresponding HMM states) at any time cannot be accurately predicted. A trivial way to distribute the lexical tree among the threads is to randomly assign the sub-trees to available threads. However, a static allocation of the active search space among threads, without employing any expert knowledge, may not be efficient from a load-balancing point of view. The number of active triphone models is very large at word-beginnings, and the number of active triphone models drops dramatically as the word-end approaches [12]. If the active triphone models at word-beginnings, which are phonetically similar, are not uniformly distributed among the threads, load imbalance can become a bottleneck. A way to address this load balancing problem is to create groups of phonetically similar monophones based on linguistic knowledge. The lexical tree can then be distributed among threads on the basis of the first monophone in each sub-tree at the root node. Sub-trees with the first monophone which are phonetically similar can be uniformly distributed among the threads.

### 3.3 Parallel Algorithm

To begin, we separate the sequential algorithm into two parts – parallel and serial. While the parallel part of the algorithm consists of the work that each thread can execute in parallel on child threads, the serial part of the algorithm runs sequentially on a single main thread. For a processor with two cores, we have one main thread and two child threads as shown in Algorithm 2, and Algorithm 3.

The frame_barrier is the barrier that provides Viterbi synchronization at each frame. Other barriers in the pseudocode collectively provide time synchronization. These barriers define the concurrency among the threads which is obviously very small. It is important that the work is evenly distributed between the threads during the small portions of code between the barriers. The lexical-tree synchronization is provided by serializing the code in the function create_word_paths() in the main thread. Two locks, not shown in the pseudocode, were used to prevent corruption.

### Algorithm 2 Main Thread

<table>
<thead>
<tr>
<th>Line</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>create a path to start word</td>
</tr>
<tr>
<td>2</td>
<td>for all frames do</td>
</tr>
<tr>
<td>3</td>
<td>read feature vector</td>
</tr>
<tr>
<td>4</td>
<td>frame_barrier</td>
</tr>
<tr>
<td>5</td>
<td>models_barrier</td>
</tr>
<tr>
<td>6</td>
<td>compute phone model instance pruning threshold</td>
</tr>
<tr>
<td>7</td>
<td>instance_pruning_threshold_barrier</td>
</tr>
<tr>
<td>8</td>
<td>instance_pruning_barrier</td>
</tr>
<tr>
<td>9</td>
<td>project_states_barrier</td>
</tr>
<tr>
<td>10</td>
<td>compute state-level beam threshold</td>
</tr>
<tr>
<td>11</td>
<td>state-level_beam_pruning_threshold_barrier</td>
</tr>
<tr>
<td>12</td>
<td>state-level_beam_pruning_barrier</td>
</tr>
<tr>
<td>13</td>
<td>compute phone-level beam threshold</td>
</tr>
<tr>
<td>14</td>
<td>create_word_paths()</td>
</tr>
<tr>
<td>15</td>
<td>compute word-level beam threshold</td>
</tr>
<tr>
<td>16</td>
<td>prune word-level paths based on word-level beam threshold</td>
</tr>
<tr>
<td>17</td>
<td>compute word-end pruning threshold</td>
</tr>
<tr>
<td>18</td>
<td>end for</td>
</tr>
<tr>
<td>19</td>
<td>traceback best path using word-level history</td>
</tr>
</tbody>
</table>
of the data structures shared among the threads. While one locks the word history data structure, the second lock is used to lock a common memory manager. Other significant changes involving division of lexical trees among threads are abstracted in the pseudocode.

The parallel search algorithm is implemented using the P-thread library on the Fedora Core 6 Linux operating system. The compiler used is GNU’s gcc version 4.1.1.

4. EXPERIMENTAL SETUP AND RESULTS

The parallel decoding algorithm was evaluated on the 5K-word closed-loop WSJ0 task [13]. Phonetic decision-tree based state-tied cross-word speaker-independent triphone acoustic models with 16 Gaussian mixtures per state were trained using the SI-84 training set [14]. The Nov’92 NIST evaluation set, consisting of 300 utterances, was decoded with a standard 5K lexicon and bigram language model. This baseline system achieves a WER of 8.4%.

The parallel algorithm was evaluated by measuring speedup on an Intel Core 2 Duo processor. Speedup is the runtime of the best sequential algorithm divided by the runtime of the parallel algorithm. As shown in Table 1, the initial implementation was slower than the sequential version. However, after identifying the locking of the single common memory manager as the bottleneck, we eliminated this lock by providing a local memory manager for each child thread. This improved the speedup to 1.33. Next, we reduced thread overhead due to thread context switching. The main thread accesses the data structures modified by the child threads while computing each of the pruning thresholds and other serial operations such as lexical-tree synchronization. This results in significant processor idling. By removing one child thread and merging all the corresponding code with the main thread, we were able to improve the speedup to 1.49.

<table>
<thead>
<tr>
<th>Beam-width (state, phone, word)</th>
<th>Speedup</th>
<th>WER(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>200 150 150</td>
<td>1.43</td>
<td>10.4</td>
</tr>
<tr>
<td>250 200 200</td>
<td>1.53</td>
<td>8.6</td>
</tr>
<tr>
<td>300 250 250</td>
<td>1.63</td>
<td>8.4</td>
</tr>
<tr>
<td>325 275 275</td>
<td>1.68</td>
<td>8.4</td>
</tr>
</tbody>
</table>

Table 2. Effect of Beam pruning on speedup.

This change enabled the parallel algorithm to run two threads on two cores – one main thread and one child thread. Note that we do not expect this improvement in speedup to be as significant for a very large number of cores where the number of corresponding threads is also very large. Next, we focussed our attention on load balancing, described earlier in this paper. The phonetic groups used for load balancing are vowels, fricatives, nasals, approximants, and stops. Load balancing improved the average processor utilization from 81% to 86%. As a result, the speedup improved to 1.63.

The effect of beam pruning on speedup is shown in Table 2. As the beam-widths are increased, the speedup improves because the concurrency between the time synchronization steps improves. Similarly, as shown in Table 3, increasing the threshold for maximum active phone model instances results in improved speedup.

<table>
<thead>
<tr>
<th>Maximum Active Phone Model Instances</th>
<th>Speedup</th>
<th>WER(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6000</td>
<td>1.63</td>
<td>9.1</td>
</tr>
<tr>
<td>10000</td>
<td>1.63</td>
<td>8.4</td>
</tr>
<tr>
<td>14000</td>
<td>1.71</td>
<td>8.3</td>
</tr>
</tbody>
</table>

Table 3. Effect of Phone Model Instance Pruning on Speedup.

The effect of cache size on speedup is shown in Figure 4. On a Pentium Core Duo, the baseline speedup of 1.63 dropped to 1.48. We believe that a smaller L2 cache size of only 2MB on Pentium Core Duo, as compared to 4MB on Core 2 Duo, results in a larger number of cache misses and a corresponding drop in the speedup.

5. CONCLUSIONS AND FUTURE WORK

We have presented a novel approach to parallelizing a lexical-tree based search algorithm for LVCSR on a multicore architecture. The speedup obtained for the baseline WSJ0 based system is 1.63 for a two-core processor. Although time synchronization is required for Viterbi decoding, concurrency between these synchronization steps can be increased by increasing the various beam widths, which can improve WER. A lexical-tree based approach to load balancing also helps achieve a better distribution of work. In the near future, we plan to evaluate our approach on a quad-core processor, and develop more sophisticated load balancing techniques to increase the CPU utilization. Although we evaluated our approach on the standard 5000 word WSJ0 task, the technique is general and can be applied to larger tasks such as the 20k word WSJ task and Switchboard.

<table>
<thead>
<tr>
<th>Processor</th>
<th>Cache</th>
<th>Clock Freq</th>
<th>Speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intel Core 2 Duo</td>
<td>4MB</td>
<td>2.4GHz/core</td>
<td>1.63</td>
</tr>
<tr>
<td>Intel Pentium Core Duo</td>
<td>2MB</td>
<td>2.8GHz/core</td>
<td>1.48</td>
</tr>
</tbody>
</table>

Table 4. Effect of Cache Size on Speedup.
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