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1. INTRODUCTION

Image upsampling is an intrinsically ill-posed problem. To solve it, one has to apply some constraints. The choice of the constraints and of the interpolation methods depends on assumptions about how the low-resolution image was obtained. Different approaches were suggested for different observation models. Let us mention few among the more recently published methods.

Sparsity. The method presented in [15] by Mueller et al., utilizes sparsity in a contourlet transform domain as a regularizing condition. The algorithm iteratively alternates projecting to the wavelet approximation subspace defined by the low-resolution image with thresholding the coefficients in contourlet domain. While performing well along edges, this method introduces significant ringing artifacts due to the length of the filters used in the contourlet transform.

Cross-scale correlation. Liu et al. [13] proposed a non-iterative algorithm based on high-pass subband estimation from the interpolated Laplacian image pyramid (WLPSR - wavelet Laplacian pyramid super resolution). To compensate the ringing, cycle-spinning is performed. Several low-resolution images are generated by spatial shifting and down-sampling from high-resolution image estimate obtained by WLPSR. These low-resolution images are reconstructed again with the WLPSR and fused into the final estimate by averaging.

Learning. The alternative approach based on learning by example was introduced by Freeman et al. [7], where unknown high-frequency data is “learned” from a training set of high-resolution training images. A similar algorithm was proposed by Jiji et al. [8]. It is based on learning in the wavelet domain, where unknown wavelet coefficients at the finer scales are “learned” from the fine scale coefficients of the training images. A modification of this algorithm using contourlet learning [9] was also presented. To upsample textures, Li [11] proposed to use texture descriptive statistics in wavelet domain as parametric constraints, where parameters are estimated by learning from high-resolution images. The algorithm uses patch-based learning, combining the patches via Bayesian fusion.
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Non-local approximations. The methods in this group exploit the idea of non-local averaging introduced by Buades et al. [1]. The zooming technique by Ebrahimi and Vrscaj [5] combines learning from examples taken across different scales with the weighting scheme used in the denoising algorithm from [1]. Luong et al. [14] proposed a method where the found similar blocks are interpolated, registered with subpixel precision and finally fused in a median estimate. The additional TV regularization step is performed in order to denoise or deblur the upsampling data.

In this work, we propose a new upsampling algorithm based on iterative spatially adaptive filtering. This filtering has been successfully applied to many image reconstruction problems such as denoising [3] and compressed sensing [6]. There it has been shown that this filtering, being of nonparametric nature, produces results which are highly competitive with respect to the state-of-the-art algorithms developed on the base of a global optimization.

For the upsampling task considered in this paper, we use the Block Matching and 3D filtering (BM3D) algorithm [3]. The BM3D algorithm exploits the local image statistics collected from similar blocks. Yet, the filter is non-local, as the collected blocks can be at different spatial locations. The local and non-local image features are extracted simultaneously by the so-called collaborative filtering, which is realized by 3D transform-domain shrinkage. Thus, the filter is highly sensitive to the image details, and stable versus noisy components of the data.

In what follows, we limit ourself to the wavelet-domain observation model utilized by [15], for which the upsampling problem can be formalized as follows.

Let us assume that the low-resolution image \( y_{\text{low}} \) of size \( n_1 \times n_2 \) is obtained from the (coarsest) approximation subband \( \Omega \times n_1 n_2 \) of an m-stage orthonormal wavelet decomposition \( W_{\Omega} \) of a higher-resolution original image y of size \( 2^m n_1 \times 2^m n_2 \) as

\[
y_{\text{low}} = 2^{-m} W_{\Omega} y\Omega.
\]

where \( \Omega \) denotes the restriction to the subdomain \( \Omega \) (also of size \( n_1 \times n_2 \)) and the scaling factor \( 2^{-m} \) ensures that the means of \( y \) and \( y_{\text{low}} \) are the same. The problem is to reconstruct \( y \) from \( y_{\text{low}} \). Clearly, any good estimate \( \hat{y} \) of \( y \) must have its approximation subband equal \( 2^m y_{\text{low}} \). Under this restriction, the estimates constitute an affine subspace \( W_{\Omega} y_{\text{low}} \) of codimension \( n_1 n_2 \) in a \( 2^{m^2 n_1 n_2} \)-dimensional linear space \( W_{\Omega} \). \( W_{\text{low}} = \{ y \in W_{\Omega} : W_{\Omega} y = 2^{-m} y_{\text{low}} \} \). The obvious minimum \( l^2 \)-norm estimate \( \hat{y}_2 = \arg \min_{\hat{y}} ||\hat{y}||_2^2 \) is obtained when all the wavelet detail coefficients (defined on the complementary \( \Omega^C \) of \( \Omega \)) are zero, i.e.

\[
\hat{y}_2 = W_{\Omega}^{-1} \left( 2^m U_{\text{low}} W_{\Omega} y_{\text{low}} \right),
\]

where \( U_{\text{low}} \) is a zero-padding operator,

\[
U_{\text{low}}(A) = \begin{bmatrix} A & 0 \\ 0 & 0 \end{bmatrix},
\]

that expands an input matrix \( A \) of size \( n_1 \times n_2 \) to the size \( 2^m n_1 \times 2^m n_2 \). Note that \( \hat{y}_2 = W_{\Omega}^{-1} \left( W_{\Omega} W_{\Omega}^{-1} y_\Omega \right) \), where \( y_\Omega \) is the characteristic (indicator) function of \( \Omega \).

\[
\hat{y}_2 \in \Omega \text{ and } \hat{y}_2 \notin \Omega.
\]

However, the estimate obtained in this way would suffer from heavy ringing artifacts and blurred edges.
Our iterative upsampling process is initialized from the minimum $\ell^2$-norm solution $\hat{y}_2$. At each iteration, the adaptive filtering is applied to the current estimate and then the filtered estimate is projected on the subspace defined by the low-resolution image $y_{\text{low}}$. The general scheme of our algorithm is essentially based on our previously proposed iterative procedure for compressed sensing image reconstruction\footnote{Note however that here our notation differs from that in [6], where $y$ and $\hat{y}$ were used to denote 2D transforms of the image and its estimate, respectively.} \[6\]. While, in the iterative alternation of the constraints, it is similar to the interpolation algorithm from \[8\] or \[5\].

We demonstrate the effectiveness of the proposed approach in a number of experiments. The obtained results show a significant improvement in PSNR and SSIM \[17\] over some of the best methods known in the field.

2. THE ALGORITHM

2.1 Iterative system

One-stage upsampling. Given $y_{\text{low}}$, we define a sequence of estimates $\hat{y}^{(k)}$, $k = 0, 1, 2, \ldots$, using the following iterative system:

$$
\begin{align*}
\hat{y}^{(0)} &= \hat{y}_{\text{low}}, \\
\hat{y}^{(k)} &= \hat{W}_0^{-1}\left(2^m\hat{H}_m\{\hat{y}^{(k-1)}\} + \hat{W}_m(\Phi(\hat{y}^{(k-1)}, \sigma_k))(1 - \chi_m)\right) \quad (k = 1, 2, \ldots),
\end{align*}
$$

where $\Phi$ is a spatially adaptive filter, $\sigma_k$ is a parameter controlling the strength of this filter, and $1 - \chi_m = \chi_m$ is the characteristic function of the complement of $m$. In other words, at each iteration in (1), we filter the image $\hat{y}^{(k-1)}$ obtained from the previous iteration, perform wavelet decomposition, substitute the $n_1 \times n_2$ approximation coefficients with those defined by $y_{\text{low}}$ (considered as true information known about original image $y$), and take an inverse wavelet transform to obtain $\hat{y}^{(k)}$. The flowchart of the system (1) is presented in Figure 1. The iteration process stops when the distance between $\hat{y}^{(k)}$ and $\hat{y}^{(k-1)}$ in some metric becomes less than certain threshold $\delta_k$, or if the maximum number of iterations $k_{\text{max}}$ is reached.

We remind that the value of $m$ determines the total number of decomposition levels in the wavelet transform $\hat{W}_m$. Because the size of the approximation subband $\Omega$ obtained after the $m$-th decomposition is fixed to $n_1 \times n_2$ (equal to the size of $y_{\text{low}}$), the value of $m$ determines the size of the high-resolution images. Therefore, the above scheme can be used to upsample $y_{\text{low}}$ to any size $2^m n_1 \times 2^m n_2$, for an arbitrary $m \in \mathbb{N}$.

$m$-stage progressive upsampling. For upsampling by a factor $2^m$ when $m > 1$, an alternative scheme can be suggested. Instead of upsampling the image $2^m$ times at once, we upsample it progressively $m$ times, each time (we call stage) by the factor of 2. In this case the output from previous stage $\hat{y}_{j-1}$ becomes the input $\hat{y}_{j-0}$ for the next one, where stage numbers are denoted by the subscript $j = 1, \ldots, m$. In this way, the recursion equation takes the following form:

$$
\begin{align*}
\hat{y}_{j-0} &= y_{\text{low}}, \\
\hat{y}_{j}^{(0)} &= \hat{W}_0^{-1}\left(2^m\hat{H}_m\{\hat{y}_{j-1}\} \right), \\
\hat{y}_{j}^{(k)} &= \hat{W}_0^{-1}\left(2^m\hat{H}_m\{y_{\text{low}}\} + \hat{W}_m(\Phi(\hat{y}_{j}^{(k-1)}, \sigma_k))(1 - \chi_m)\right),
\end{align*}
$$

where the superscript $k$ corresponds to the iteration count inside each stage. We remark that this $m$-stage upsampling is not a recursion of $m$ "one-stage upsamplings with factor 2", because in (2) the projection is always made onto the initial $H_{y_{\text{low}}}$ defined by $y_{\text{low}}$ (and not by $\hat{y}_{j-0}$).

2.2 The filter

We use the BM3D denoising algorithm as the spatially adaptive filter $\Phi$. Its detailed description can be found in [3]. In brief, the filter works as follows.

1. Block-wise estimates. Processing the image in sliding-window manner, for each block:
   (a) Grouping. Find blocks that are similar to the currently processed one and then stack them together in a 3D array (group).
   (b) Collaborative hard-thresholding. Apply a 3D transform to the formed group, attenuate the noise by hard-thresholding of the transform coefficients, invert the 3D transform to produce estimates of all grouped blocks, and return the estimates of the blocks to their original positions.

2. Aggregation. Compute the estimate of the output image by weighted averaging all of the obtained block-wise estimates that are overlapping.

Due to the similarity between the grouped blocks, the transform can achieve a highly sparse representation of the true signal so that the noise or small distortions can be well separated by shrinkage. In this way, the collaborative filtering reveals even the finest details shared by grouped fragments and at the same time it preserves the essential unique features of each individual fragment.

For the purposes of this work, we do not perform the final collaborative Wiener stage of the original BM3D denoising algorithm [3].

Here, the parameter $\sigma_k$ is used in place of the standard-deviation of the noise. This parameter controls the similarity tolerance of the grouping and the collaborative hard-thresholding strength. In order to prevent smearing of the small details the sequence $\{\sigma_k\}_{k=0, 1, \ldots}$ should be decreasing with the progress of the iterations.

3. EXPERIMENTAL RESULTS

We performed two sets of experiments: first, we assess both objective and subjective quality with respect to a known high-resolution reference image, comparing our results with those of other upsampling methods; second, we test our method for upsampling images of factors of 4 and 8 from their original resolution.

Quantitative performance. For the experiments we use four 512x512 grayscale images: Lena, Barbara, Peppers, and Gaussian disc\footnote{The Lena, Barbara, and Peppers images are from http://www.cs.tut.fi/~lasiip20, whereas Gaussian disc is from [15]. All the experiments in the present paper were carried out using these four images. We note that our first three images differ from the corresponding ones used by the authors of [15].}.

The images were first downsampled 4 times by 2 stages of wavelet decomposition, obtaining $y_{\text{low}}$, then the images are upsampled to the original size from $y_{\text{low}}$. Both the one-stage (1) and the $m$-stage (2) algorithm are tested. We compare them against two other recent upsampling methods: the contourlet-based upsampling...
Table 1: PSNR (dB) of the images upsampled 4 times from the approximation coefficients of a two-level wavelet decomposition of the original high-resolution y using a periodically padded Symlet transform of order 8.

<table>
<thead>
<tr>
<th>Image</th>
<th>y/2</th>
<th>Luong et al. [14]</th>
<th>Contourlet [15]</th>
<th>Proposed one-stage m-stage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lena</td>
<td>29.34</td>
<td>28.98</td>
<td>29.79</td>
<td>30.40</td>
</tr>
<tr>
<td>Barbara</td>
<td>23.66</td>
<td>23.54</td>
<td>23.70</td>
<td>23.84</td>
</tr>
<tr>
<td>Peppers</td>
<td>30.18</td>
<td>29.89</td>
<td>30.52</td>
<td>31.74</td>
</tr>
<tr>
<td>Gaus.disc</td>
<td>40.62</td>
<td>41.20</td>
<td>41.70</td>
<td>44.56</td>
</tr>
</tbody>
</table>

Table 2: SSIM [17] of the images upsampled 4 times from the approximation coefficients of a two-level wavelet decomposition of the original high-resolution y using a periodically padded Symlet transform of order 8.

<table>
<thead>
<tr>
<th>Image</th>
<th>y/2</th>
<th>Luong et al. [14]</th>
<th>Contourlet [15]</th>
<th>Proposed one-stage m-stage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lena</td>
<td>0.826</td>
<td>0.819</td>
<td>0.834</td>
<td>0.847</td>
</tr>
<tr>
<td>Barbara</td>
<td>0.664</td>
<td>0.661</td>
<td>0.668</td>
<td>0.683</td>
</tr>
<tr>
<td>Peppers</td>
<td>0.817</td>
<td>0.812</td>
<td>0.820</td>
<td>0.842</td>
</tr>
<tr>
<td>Gaus.disc</td>
<td>0.986</td>
<td>0.986</td>
<td>0.989</td>
<td>0.995</td>
</tr>
</tbody>
</table>

Figure 2: Results of reconstruction (upsampling 4 times) of Lena (face). Pictures are cropped from upsampled 512×512 size images.
PSNR is already quite close to its final value. It is worth to comment about the little PSNR improvement achieved for Barbara. This happens because downsampling the image four times completely blurs the textures (e.g., the stripes of the trousers), making their reconstruction practically impossible.

Upsampling from original resolution. In the previous experiments we considered upsampling from downsampled images obtained as wavelet approximation coefficients of a given high-resolution image. Let us present also images upsampled of factors 4 and 8 from their original resolution. Figure 5 shows three fragments of the Cameraman, Text, and Lighthouse images at their original resolution. The system \( (1) \), in fact, is equivalent to the recursive system used in [6], with the exception of a missing excitation-noise term. While the excitation noise played a key role for image reconstruction from highly incomplete data, its influence to the upsampling process is found to be minimal.

The proposed upsampling algorithm can be further extended in a number of ways. The block-matching procedure can be applied to find similar blocks not only in the high-resolution approximation image, but also among blocks in the low-resolution image, thus enabling a sort of interscale matching (like in fractal coding). Further modifications also include changing of the observation model from wavelets to DCT (applied globally or locally) or other transforms. In [4], we present an extension of our upsampling algorithm to the more general problem of image and video super-resolution.

We wish also to point the reader to an independent work by Li [12] which is concurrent to our present contribution (we have received a preprint after the submission of the draft of our manuscript). In his work, he proposes an interpolation algorithm based on an iterative BM3D filtering scheme similar ours, with the main difference in the observation model, which is there completely in the pixel domain (the low-resolution image is assumed to be an arbitrarily sampled version of the high-resolution one, without antialias filtering). Also in his case, the BM3D enables high-quality interpolation, competitive to the state-of-the-art.

The main drawback of the iterative algorithm remains its speed, which hinders its use for real-time applications. One possible approach to reduce computational complexity can be switching from BM3D interpolation to a lower-complexity interpolation in smooth areas, similar to the way it is done in the NEDI algorithm [10].
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