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ABSTRACT

We propose an approximation framework for distributed target localization in sensor networks. We represent the unknown target positions on a location grid as a sparse vector, whose support encodes the multiple target locations. The location vector is linearly related to multiple sensor measurements through a sensing matrix, which can be locally estimated at each sensor. We show that we can successfully determine multiple target locations by using linear dimensionality-reducing projections of sensor measurements. The overall communication bandwidth requirement per sensor is logarithmic in the number of grid points and linear in the number of targets, ameliorating the communication requirements. Simulations results demonstrate the performance of the proposed framework.

1. INTRODUCTION

Target localization using a set of sensors presents a quintessential parameter estimation problem in signal processing. Many design challenges arise when the sensors are networked wirelessly due to the limited resources inherent to the sensor network. For example, any inter-sensor communication exerts a large burden on the sensor batteries. Since sufficient statistics are often non-existent for the localization problem, accurate localization requires the full collection of the network sensing data. Thus, the choice of algorithms is usually steered away from those achieving optimal estimation. To increase the lifetime of the sensor network and to provide scalability, low dimensional data statistics are often used as inter-sensor messages, such as local range or bearing estimates at the sensors. Hence, the sensor network localization performance is sacrificed so that the sensors can live to observe another day.

To improve the estimation performance and robustness of the sensor network in the presence of noise over classical maximum likelihood and subspace methods, sparsity based localization have been slowly gaining popularity [1–5]. The main idea in these papers is that under specific conditions [6], the localization estimates can be obtained by searching for the sparsest solution of under-determined linear system-of-equations that frequently arise in localization. In this context, a vector is called sparse if it contains only a small number of non-zero components in some transform domain, e.g., Fourier or wavelets. The ℓ0-norm is the appropriate measure of the sparsity, which simply counts the number of non-zero elements of a vector. Unfortunately, minimizing the ℓ0-norm is NP-hard and becomes prohibitive even at moderate dimensions. At the cost of slightly more observations, it has been proven that ℓ1-norm minimization results in the same solution and has computational complexity on the order of the vector dimensions cubed [7, 8].

We formulate the localization problem as the sparse approximation of the measured signals in a specific dictionary of atoms. The atoms of this dictionary are produced by discretizing the space with a localization grid and then synthesizing the signals received at the sensors from a source located at each grid point. We show how this localization dictionary can be locally constructed at each sensor. Within this context, the search of the sparsest approximation to the received signals that minimizes the data error implies that the received signals were generated by a small number of sources located within the localization grid. Hence, our algorithm performs successful source localization by exploiting the direct relationship between the small number of sources present and the corresponding sparse representation for the received signals. We assume that the individual sensor locations are known a priori; however, the number of sources need not be known. The resulting sparse approximation problem can be solved using greedy methods such as orthogonal matching pursuit [9] or other solvers such as fixed point continuation methods [10].

Since we are interested in distributed estimation over wireless channels where minimizing communications is crucial, we discuss how to solve the localization problem when lower dimensional projections of the sensor signals are passed as inter-sensor messages. To preserve the information content of these messages, a projection matrix must be chosen so that it is incoherent with the sparsifying basis, i.e., the localization dictionary. Fortunately, a matrix with independent and identically distributed (i.i.d.) Gaussian entries satisfies the incoherence property with any fixed basis with high probability [11]. Based on results from compressive sensing (CS) [7, 8], we show that the total number of samples that are needed for recovering the locations of K targets is \(O(K \log (N/K))\), where N is the number of grid points. We also show that the total number of bits encoding the sensor measurements that must be communicated can be made quite small with graceful degradation in performance.
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Given that (i) each sensor has a localization dictionary, (ii) we would like to localize the target locations within a certain resolution as defined by \( N \), and (iii) the total number of targets is much less than the number of grid points (the sparsity assumption), an estimate of multiple target locations within our framework can be done when each sensor receives at least \( O(K \log(N/K)) \) samples. This implies that the resolution of the grid and the expected number of targets rather than the number of sensors define the communication bandwidth, hence the proposed localization framework is scalable and is suitable for distributed estimation. Compared to the other distributed estimation methods such as belief propagation [12–14], our approach does not require a refinement process where local message passing is continued until the sensor network reaches convergence. However, such scheme can still be used to improve the localization accuracy within our framework. Compared to the decentralized data fusion [15], our approach does not have data association accuracy within our framework. Compared to the decentralized scheme can still be used to improve the localization accuracy within our framework. Compared to the decentralized data fusion [15], our approach does not have data association accuracy within our framework.

Introduction of Sensor Networks

In a general localization problem, we have \( L+1 \) parameters for each of the targets at each estimation period: the 2D coordinates of the source location and the source signal itself, which has length \( L \). In general, the estimation of the these parameters are entangled: the source signal estimate depends on the source location, and viceversa. Our formulation can localize targets without explicitly estimating the source signal, therefore reducing computation and communication bandwidth.

Assume that we have \( K \) sources in an isotropic medium with \( P \) sensors with known positions \( \zeta_i = [\zeta_{ix}, \zeta_{iy}]' \) \((i = 1, \ldots, P)\) on the ground plane. We do not assume that the number of sources \( K \) is known. Our objective is to determine the multiple target locations \( \xi_l = [\xi_{lx}, \xi_{ly}]' \) using the sensor measurements. To discretize the problem, we only allow the unknown target locations to be on a discrete grid of points \( \varphi = \{\varphi_i|n = 1, \ldots, N; \varphi_{in} = [\varphi_{inx}, \varphi_{iny}]\} \). By performing this discretization and limiting the number of sources to be localized, the localization problem can be cast as a sparse

2. COMPRESSIVE SENSING BACKGROUND

CS provides a framework for integrated sensing and compression of discrete-time signals that are sparse or compressible in a known basis or frame. Let \( z \) denote a signal of interest, and \( \Psi \) denote a sparsifying basis or frame, such that \( z = \Psi \theta \), with \( \theta \in \mathbb{R}^K \) being a \( K \)-sparse vector, i.e. \( \|\theta\|_0 = K \). Transform coding compression techniques acquire first \( z \) in its entirety, and then calculate its sparse representation \( \theta \) in order to encode its nonzero values and their locations. CS aims to preclude the full signal acquisition by measuring a set \( y \) of linear projections of \( z \) into vectors \( \phi_i \), \( 1 \leq i \leq M \). By stacking these vectors as rows of a matrix \( \Phi \), we can represent the measurements as \( y = \Phi z = \Phi \Psi \theta \). The main result in CS states that when the matrix \( \Phi \Psi \) holds the restricted isometry property (RIP) [8], then the original sparse representation \( \theta \) is the unique solution to the linear program

\[
\hat{\theta} = \underset{\theta \in \mathbb{R}^N}{\text{arg min}} \|\theta\|_1 \text{ s.t. } y = \Phi \Psi \theta,
\]

known as Basis Pursuit [6]. Thus, the original signal \( z \) can be recovered from the measurement vector \( y \) in polynomial time. Furthermore, choosing \( \Phi \) to be a matrix with independent gaussian-distributed entries satisfies the RIP for \( \Phi \Psi \) when \( \Psi \) is a basis or tight frame and \( M = \Theta(K \log(N/K)) \).

Recovery from noisy measurements can be performed using Basis Pursuit Denoising (BPDN), a modified algorithm with relaxed constraints. We employ a fixed point continuation method [10] to solve the BPDN optimization efficiently.

3. LOCALIZATION VIA SPATIAL SPARSITY

In a general localization problem, we have \( L+2 \) parameters for each of the targets at each estimation period: the 2D coordinates of the source location and the source signal itself, which has length \( L \). In general, the estimation of the these parameters are entangled: the source signal estimate depends on the source location, and viceversa. Our formulation can localize targets without explicitly estimating the source signal, therefore reducing computation and communication bandwidth.

Assume that we have \( K \) sources in an isotropic medium with \( P \) sensors with known positions \( \zeta_i = [\zeta_{ix}, \zeta_{iy}]' \) \((i = 1, \ldots, P)\) on the ground plane. We do not assume that the number of sources \( K \) is known. Our objective is to determine the multiple target locations \( \xi_l = [\xi_{lx}, \xi_{ly}]' \) using the sensor measurements. To discretize the problem, we only allow the unknown target locations to be on a discrete grid of points \( \varphi = \{\varphi_i|n = 1, \ldots, N; \varphi_{in} = [\varphi_{inx}, \varphi_{iny}]\} \). By performing this discretization and limiting the number of sources to be localized, the localization problem can be cast as a sparse
approximation problem of the received signal, where we obtain a sparse vector \( \mathbf{\theta} \in \mathbb{R}^N \) that contains the amplitudes of the sources present at the \( N \) target locations. Thus, this vector only has \( K \) nonzero entries. We refer to this framework as localization via spatial sparsity (LVSS).

Define a linear convolution operator for signal propagation, denoted as \( \mathcal{L}_{X \rightarrow \zeta} \), which takes the continuous signal for a source at a location \( \chi \) and outputs the \( L \) samples recorded by the sensor at location \( \zeta \), by taking into account the physics of the signal propagation and multipath effects. Similarly, define the pseudoinverse operator \( \mathcal{L}^\dagger_{\zeta \rightarrow \chi} \) that takes an observed signal at a location \( \zeta \) and deconvolves to give the source signal, assuming that the source is located at \( \chi \). A simple example operator that accounts for propagation attenuation and time delay can be written as

\[
\mathcal{L}_{\chi \rightarrow \zeta}(x) = \left[ \frac{1}{d_{\chi \zeta}} \mathbf{X} \mathbf{P} \frac{1}{F_t} \right]^L_{l=1},
\]

where \( d_{\chi \zeta} \) is the distance from source \( \chi \) to sensor \( \zeta \), \( c \) is the propagation speed, \( \alpha \) is the propagation attenuation constant, and \( F_t \) is the sampling frequency for the \( L \) samples taken.

Additionally, denote the signal from the \( k \)th source as \( x_k \). We can then express the signal received at sensor \( i \) as \( z_i = \mathbf{X}_i \mathbf{\theta} \), where

\[
\mathbf{X}_i = \left[ \mathcal{L}_{X_1 \rightarrow \zeta}(x_1) \mathcal{L}_{X_2 \rightarrow \zeta}(x_2) \ldots \mathcal{L}_{X_N \rightarrow \zeta}(x_N) \right]
\]
is called the \( i \)th sensor’s source matrix. Similarly, we can express the signal ensemble as a single vector \( \mathbf{Z} = [z_1^T \ldots z_p^T]^T \); by concatenating the source matrices into a single dictionary

\[
\mathbf{\Psi} = [\mathbf{X}_1^T \mathbf{X}_2^T \ldots \mathbf{X}_1^T]^T,
\]
the same sparse vector \( \mathbf{\theta} \) used for each signal generates the signal ensemble as \( \mathbf{Z} = \mathbf{\Psi} \mathbf{\theta} \).

An estimate of the \( j \)th sensor’s source matrix \( \mathbf{X}_j \) can be determined using the received signal at a given sensor \( i \). Suppose that we assume the signal \( z_i \) observed at sensor \( i \) is originated from a single source location, we can then write

\[
\widehat{\mathbf{X}}_{ji} = \left[ \mathcal{L}_{\zeta_i \rightarrow \zeta_j}(\mathcal{L}_{x_i \rightarrow \zeta_i}(z_i)) \ldots \mathcal{L}_{\zeta_N \rightarrow \zeta_j}(\mathcal{L}_{x_i \rightarrow \zeta_i}(z_i)) \right].
\]

Furthermore, we can obtain an estimate \( \widehat{\mathbf{\Psi}}_j \) of the signal ensemble sparsity dictionary by plugging in the source matrices estimates into (2).

Thus, by having each sensor transmit its own received signal \( z_i \) to all other sensors in the network (or to a central processing unit), we can then apply a sparse approximation algorithm to \( \mathbf{Z} \) and \( \widehat{\mathbf{\Psi}}_j \) to obtain an estimate of the sparse location indicator vector \( \mathbf{\theta}_i \) at sensor \( i \). By using CS theory, we can reduce the amount of communication by having each sensor transmit \( M = O(K \log(N/K)) \) random projections of \( z_i \) instead of the \( L \)-length signal.

4. RESOLUTION OF THE GRID

The dictionary obtained in this fashion must meet the conditions for successful reconstruction using sparse approximation algorithms. A necessary condition was posed in [16]:

**Theorem 1** [16] Let \( \mathbf{\Psi} \in \mathbb{R}^{L \times N} \) be a dictionary and \( \mathbf{\psi}_j \) denote its jth column. Define its coherence \( \mu(\mathbf{\Psi}) \) as

\[
\mu(\mathbf{\Psi}) = \max_{1 \leq j,k \leq L, j \neq k} \frac{\|\mathbf{\psi}_j \|_F \|\mathbf{\psi}_k \|_F}{\|\mathbf{\psi}_j \|_F \|\mathbf{\psi}_k \|_F},
\]

Let \( K \leq 1 + 16\mu \) and let \( \mathbf{\Phi} \in \mathbb{R}^{M \times L} \) be a matrix with i.i.d. Gaussian-distributed entries, where \( M \geq \Theta(K \log(N/K)) \). Then with high probability, any \( K \)-sparse signal \( \mathbf{\theta} \) can be reconstructed from the measurements \( \mathbf{y} = \mathbf{\Phi} \mathbf{\Psi} \mathbf{\theta} \) through the \( \ell_1 \) minimization (1).

Thus, the coherence of the dictionary used by the sensor controls the maximum number of localizable sources. Define the normalized cyclic autocorrelation of a signal \( z \) as

\[
R_z[m] = \frac{\sum_{\ell=1}^L z[\ell]z^*[\ell+m]}{\|z\|^2}
\]

Then \( \mu(\mathbf{\Psi}_j) \) depends on \( R_z[m] \), since

\[
\frac{\|\mathbf{\psi}_j \|_F \|\mathbf{\psi}_k \|_F}{\|\mathbf{\psi}_j \|_F \|\mathbf{\psi}_k \|_F} = \frac{\sum_{\ell=1}^P R_z[m] \left| \sum_{p=1}^P d_{\ell,j} \sum_{p=1}^P d_{\ell,k} \right|^2}{\sum_{\ell=1}^P \sum_{p=1}^P d_{\ell,j}^2 \sum_{p=1}^P d_{\ell,k}^2}
\]

The coherence \( \mu \) will thus depend on the maximum value attained by \( R_z[m] \left| \sum_{p=1}^P d_{\ell,j} \sum_{p=1}^P d_{\ell,k} \right|^2 \); we assume that the cyclic autocorrelation function is inversely proportional to its argument’s absolute value. The coherence then depends on the minimum value of the function’s argument. In the location grid setting, this minimum is approximately \( \Delta/2D \), with \( \Delta \) denoting the grid spacing, and \( D \) denoting the maximum distance between a grid point and a sensor. Such maximum distance \( D \) is dependent on both the extension of the grid and the diameter of the sensor deployment.

In summary, to control the maximum coherence, it will be necessary to establish lower bounds for the localization resolution – determined by the grid spacing – and upper bounds for the extension of the grid and the diameter of the sensor deployment.

5. INTER-SENSOR COMMUNICATIONS

Compared to distributed estimation algorithms that use a single low dimensional data statistic from each sensor, the sparsity based localization algorithms [1–3] require the collection of the observed signal samples to a central location. Hence, for a sensor network with single sensors, a total of \( P \times L \) numbers must be communicated as opposed to, for example, \( P \) received signal strength (RSS) estimates. Since \( L \) is typically a large number, the lifetime of a wireless sensor network would be severely decreased if such a scheme is used.
Considering the lifetime extension, the performance degradation in target localization is considered a fair tradeoff.

Starting with the knowledge of the localization dictionary $\Psi$ at any given sensor, CS results state that to perfectly recover a $K$ sparse vector in $N$ dimensions, $O(K \log (N/K))$ random projections of $Z$ are needed. This can easily be achieved at each sensor by multiplying the sensed signal by a pre-determined random projection matrix before communication, effectively resulting in a block diagonal measurement matrix structure [17]. Thus, the dominant factor of the communication bandwidth becomes the number of grid points, as opposed to the number of sensors. As an example, consider $L = 1000, N = 100^2, K = 5, P = 100$: $P \times L = 10^5$ vs. $K \log (N/K) \approx 38$. When comparing to distributing the full sensor network data, there is a significant reduction; however, LVSS is still not competitive with sending an RSS estimate per sensor.\(^1\) However, when RSS estimates are sent in the presence of multiple targets, signal interference effects and data association issues decrease the localization performance. In general, the estimated localization dictionary is noisy; hence, a larger number of measurements is needed.

Another way of understanding the minimum required inter-sensor communications is to use information theoretic arguments to determine the minimum number of bits required to localize $K$-coordinates in an $N$-dimensional space: we need $K \log_2 N$ bits to encode this information. Since we process the received signals to obtain $\theta$, we can only lose entropy. Thus, the resulting $K \log_2 N$ number of bits of our analysis presents a lower bound the number of bits that each sensor needs to receive for localization over a grid size $N$ to determine $K$ target locations. Even when quantization is considered for the $O(K \log (N/K))$ measurements needed by LVSS, there is an evident gap between the lower limit and the LVSS requirement, since LVSS recovers both the location of the nonzero coefficients and their values.

The aforementioned gap can be explored via quantization of the CS measurements. It is known within the CS framework that compressive measurements are robust against quantization noise as the CS reconstruction is robust against additive noise [18]. Thus, we obtain two degrees of freedom to determine the message size required in LVSS. In practice with simulated and field data, we have found that assigning 1-bit to encode the mean of the absolute values of the compressive measurements is effective in recovery (see also [4]). In this quantization scheme, the sensors pass the sign of the compressive measurements as well as the mean of their absolute values. Hence, the inter-sensor messages would incorporate one additional number, which also needs to be quantized, encoding the quantization level, along with 1-bit messages encoding the sign of the measurements.

### 6. SIMULATIONS

Our objectives in this section are two fold. We first demonstrate the distributed estimation capabilities of the proposed framework. We then examine the effects of the inter-sensor communication message sizes and signal-to-noise (SNR) ratio on the performance of the algorithm.

Our simulation setup consists of $P = 30$ sensor nodes sensing two coherent targets that transmit a standard signal frame in MSK modulation with a random phase shift. The sent signals have length $L = 512$ and a unit grid of $N = 30 \times 30$ points is used for localization, where the speed of propagation $c = 1$. For each simulation, a fixed point continuation solver [10] was used for the sparse approximations. The algorithm employs a parameter $\mu$ that weights the goodness of fit of the solution against its sparsity; this parameter is fixed for all simulations at all sensors. We note that when the number of compressive measurements change, adjusting this parameter can improve the localization results.

In the first experiment, we study the dependence of the localization performance on the choice of sensor. We fix the number of measurements per sensor $M = 30$ and set the SNR to 20dB. Figure 1 illustrates the sparse approximation results at a representative subset of the sensors. In the figure, the sensors are represented by filled stars at the ceiling, and the ground truth for the source locations is represented by the yellow asterisks. The surface plots show the output of the sparse approximation, each normalized so that they sum up to 1, defining a PDF of the multitarget posterior. The figure shows consistent localization PDFs at the different sensors. Within the 30 sensor network, a few sensors miss one of the targets (e.g., sensor 25). Note that these PDFs are calculated at each sensor independently after receiving the compressive measurements from the network.

In the second experiment, we study the dependence of the localization performance on the number of measurements per sensor $M$ and the SNR. For each combination of these parameters, we performed a Monte Carlo simulation involving 100 realizations of a uniformly random sensor deployment, as well as 50 realizations of Gaussian noise per deployment. The location estimates in each Monte Carlo run are obtained using $K$-means clustering on the estimated $\theta$.\(^1\)

\(^1\)We assume that there is no communication overhead. If there is some overhead in sending messages, then LVSS becomes competitive.
Results from Monte Carlo simulations. Top row: \( M = 2 \), bottom row: \( M = 10 \). From left to right, SNR = 0dB, 5dB, 30dB.

with the number of clusters equal to the number of targets. Figure 2 shows scatter plots for the localization estimates for the different setups, together with the root mean square (RMS) error and the likelihood of divergence (Div.) in the sparse approximation algorithm. Intuitively, the figure shows improvement in performance as the SNR or the number of measurements increases. Reducing the number of measurements, however, increases the likelihood of divergence in the sparse reconstruction. For Fig. 2(a-c) each sensor receives 58 > \( K \log(N/K) \approx 12 \) measurements for localization. In general, this increase is due to the noisy localization dictionary estimates in the presence of multiple targets and the block-diagonal nature of the measurement matrix.

7. CONCLUSIONS

Our fusion of existing sparse approximation techniques for localization and the CS framework enables the formulation of a communication-efficient distributed algorithm for target localization. LVSS exhibits tolerance to noise, packet drops and quantization, and provides a natural distributed estimation framework for sensor networks. The performance of the algorithm is dependent on both the number of measurements and the SNR, as well as the observed signal, the sensor deployment and the localization grid. Furthermore, the algorithm performance can be improved by increasing the number of measurements taken at each of the sensors, providing a tradeoff between the communication bandwidth and the accuracy of estimation. Future work will investigate the fundamental limits of localization within the sparsity framework and compare the sparsity based localization algorithms with other state-of-the-art distributed localization algorithms to provide a Pareto frontier of the localization performance as a function of communications. We also plan to study the inclusion of signal sparsity into our framework.
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