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ABSTRACT Forward BSS structure with post-filtering. Sectidnis

This paper addresses the problem of Blind Sourddicated to the description of two Backward stiest
Separation (BSS) applied to Acoustic Noise Caniiefia which are compared to the Forward one described in

(ANC) schemes when two microphones are used for tﬁ%c:tion 3.In the last section, the three structures are

sound pick-up. The proposed approach is based on gxperimentally compared in two configurations, nhme
improved Forward BSS structure combined with a post2©Sely and closely spaced microphones.

filter [1] in order to correct the inherent speedistortion

brought by the Forward BSS structure. The perforoean 2. MIXING MODEL

of the proposed algorithm is compared to th&Ve consider the described mixing model in Fig.1. It
performance of two Backward BSS structures, nathely involves two convolutive mixtures of two uncorredt
classical Backward structure [2] and the adaptivepoint sources with impulse respor hll(n),hzz(n),

solution proposed in [3]. Performances of the prepd h dh d t th )
algorithm are evaluated by the output SNR and thulz(n) and hay(n). ny(n) and n,(n) represent the non

cepstral distance under various environmentsqoherent. parts of the diff_use acoustic (backgrounuije
Experimental results indicate that the proposedhoet N _the_ V'ﬁ'n'ty of the_ mlprophones Plus the eleatoo
outperforms the classical Backward structure aneé thnoise in the sensors circuts. Fa()

adaptive one, especially in the critical case obsely s(n) pa !

spaced microphones. @G pu(n)
hi2

1. INTRODUCTION

In the classical noise canceling structure wittoserfree

reference sensor, a filter igsed to approximate the

transfer function between the noise source and the b(n)
primary sensor. The noise from the reference seissor &
then filtered and the output of the filter is salcted from T Mp(n)
the output produced by the primary sensor. Unfateiry, Figure 1 — The mixing model.
when the primary and reference sensors are clos
spaced, significant leakage of the primary signah c
occur onto the noise reference. This reduces the (P(w)) (Hii(w) Hapy(w))(Sw)) (Ni(w) 1
effectiveness of the noise cancellation and alsalyces P(w))  (Hia(w) Han(w))| B(w) * N, (w) (1)
distortion of the signal components in the outplie

maximum SNR obtained at the output of such a cancelOne of the two point sources (S) corresponds tedpe
is equal to the noise to signal ratio present on th@he useful signal), and the second one (B) caresemt
reference input [4]. Some improvementpisssible if the either the car noise or far-end speech that we want
primary signal is intermittent and the filter isagded only cancel. Hll(oo) and sz(oo) represent the frequency
during periods when the primary signal is abseut,this  responses of each direct channel separately Hq»(c)
relies on an efficient primary signal detector. .
Furthermore, a post-processing stage may be retytore and Hzl(oo) represent the cross-coupling effects between
reduce signal distortion [2] To overcome these the channels.N;(w) and N,(w) represent the Fourier
problems, two suitable types of BSS structures, athmtransforms of the diffuse noise components. In tosk,
Forward and Backward, are available. In this pagreee hll(n) and hzz(n) are assumed to be identity; this
structures are detailed and compared. Two of @& 555mption does not impact the practical usefulattse
Backward type [2, 3] and the third one is of Forvlype  qqe| as noted in [4]. Moreover, we do not take int
[1]. The paper is organized as follows. Sectiom&spnts account the non-coherent components of the diffuse

the used mixing model for generating the test $gfa  500ustic noise in the microphones  vicinitie{ we
section 3, we describe the proposed realizatiorthef assume (n) = n,(n)=0).

p2(n)

eIqﬁe model is defined as follows in the frequencgndin:
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3. FORWARD BSS STRUCTURE (FBSS) solutions, the two post-filters PF1 and PF2 leadh®
The FBSS structure that we have investigated isstin  Same ideal solution:
Fig.2. The theoretical solution of the problem igeg by
setting W21(n)=h21(n) and W12(n)=h12(n) [2]. The
Least Squares solution of the problem is obtaingd ISince we are interested in the reduction of theecipe

minimizing the MSE of n) and u(n), or equivalently in  gistortion, we focus our interest on the outjsy(n)
the Fourier domain:

PFL (w) = PF2" (w) = [1— Hi2(0w)H21(w) ]_l (8)

which corresponds to the denoised speech signal.

Ui _( 1 = Way(w))( Ru(w) @
Us()) |- Wip(w) 1 P (w) 3.2 Frequency Domain Post-Filter (FDPF)
The FDPF is shown in Fig.3. This new proposed sirec
where Wy(w) and Wyp(w) represent the frequency [1] is based on a frequency domain implementatiothe
responses of the separating filtens»(n) and w,,(n)  equalizing post-filter deduced from (4), which jsdated

respectively. Inserting equation (1) in equat{@h we by an adaptive algorithm on a frame-by-frame basis.
get the input-output relationship:

[Ul(w)J_[ F1(w) Hzl(‘*))‘Wﬂ(“)j(s(“’)] ©)

Up(@))  (Hia(00) - Wio(n) F2(w) B(w)
where Fl(oo) =1-H lz(w)W21(w) (4) 80 L | -0l
Fa(w) = 1= H 1 (00) Wi () (5) T
si(n)
PFlI |—> RO
.
Figure 3 — Forward BSS with closed-loop frequenandio
implementation of the post-filter.
The frequency gairPFl(oo, k) is used to correct the output
s(n - ;
PE2 (n) ull(n) (?f fche orlglna! Forward BSS structgre of Flg.z.
This gain is updated in the frequency domain bypgighe

FLMS algorithm [5]. For each franle we propagate the

Figure 2 — Forward BSS Structure with two adaptikters and following equations:

postfilters. PR (@ k)= PR (o k-1+ (e K)E (@ K) Us (0 k) (©)
3.1. Optimal Solution with  E(w k) =Py (wk)-PR(wk-1)U;(wk) (10)
To retrieve the original signals from and y (minimum _
distortion solution) we should have: E(w, k) represents the filtering error. Parametey, k)
( ) 4 and U,(wk) represent respectively the frequency
(Sl @ j -| Uz(w) 1‘H12(®)W21(°))) . (6) components of the mixture signal and of the outguhe
S (w) U 5 (00) {1~ Hpq (00) Wy 2((0)) FBSS structure without post-filtering. In orderdbtain a

) i robust denoising system, the step siz(a),k) is made
Using post-filters at the output of the Forward BSS

structure, as shown in Fig.2, permits to approxanthat ](cjependentb_on the zl_gnalt to mi'se. ra_1|t|0 tS’\':PIT' ';% each
solution. From (6), the two post-filters PF1 areRRare f_rlfgrl.Jency N, according to a rule similar to thecher
ideally given by: Her:

. (0.6)=[ a SNR(o, k) 1
(PF](&)))Z (1—H12(u))W21(w))_1 @ 1+SNR{w, k) ) @y, (0, KINFFT (41
PF2(w) (1‘ Hq(w) Wi, (00)) 1
:Ho(wyk)
Py, (0, K)NFFT
In practice, the filtersw;,(n) and wyq(n) are adjusted where ¢U1U1(‘”’k) is a running estimate of the power

by us_ing gdaptive algorithms. _Assuming that t_he tWgpectral density of the signa] and NFFT represents the
adaptive filters tend asymptotically to the themedt size of the discrete Fourier transform. The paramet
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is used as a control parameter for the adaptivestee  w,,(n)=h;,(n)[4]. The outputs of the structure shown in
uo((o,k). To estimate the SNR, we have used thgig.5 are given by:

decision-directeda priori estimation combined with the ™ 1 Wy P)
two step noise reduction technique as describeb]in (Sl w]_ 1[ le]( . ] (15)
S) al-Wplw) 1 J(Pa)

The proposed adaptive step-size (11) provides fpeci
”br equivalently

A

properties for the adaptive frequency domai

implementation of the post-filter. Indeed, it isokm that

the NLMS algorithm exhibits a mean square deviatioTsl(m)J 1 (1—W21(w)H12(w) H21((*))_W21((*))]( w)J (16)
B

(MSD) in the filter coefficients given by: Sp(@)) A Hia(w)-Wip(e)  1-Hay(c)Wip() )l Be
M 1
MSD|(w,k) = ——F— 12 ) _
(k) 2- SNR(o,k) 12) where: A = 1= Wip(w)Way(w) 17
By replacing in this relationy by the valueu(w,k)  The MSE solution for this structure allows to rewe the
givenin (11), we get original signals directly fromS;(w) and S,(c)without
MSD(co,k)= o (13) the need for post-filters, thus we should have ligea

2+(2-0’) SNR(w,k) Sl(m):s(m) and S,(w) = B(w). Note that to cancel the
with a'=a/(®y y, (wk)x NFFT). Fig. 4 gives the MSD as cross-talk components, the non diagonal elemen(s@)f
a function of the signal to noise ratio for diffetesalues Must be equal to zeroi.. Hoq(w) = Wy (w) and

of the control parameter . To get the same asymptotic Hy,(w) = Wi,(0)).
behaviour of (12) and (13) for high values of tieRS we

have made the specific choige 1. We see on Fig. 4 that F(n) v &(n)
the MSD computed from (13) with the SNR-dependent = .
step-sizey(o,k) is always lower than the one obtained ;
from (12) with a non-SNR dependent step-size. Wer(z)

o a1 —MSD W?th fixed step-size _ L

o0 o=p= MSD with SNR-dependent step-size N

0 Wil2)

pin) - N s(n)

Figure 5 -Backward BSS structu@®S).

40 4.2 Classical implementation of the BS (CBS)
- In this method, we used the scheme of Fig.5 andiseel
S0 2 0 0 10 e £ two adaptive algorithms to adapt the two croseifit

SNR (dB)

Figure 4 — Comparison of MSD curves. @=0.1, 0.5 and 1. wiz(n)and wy(n)as described in [7]. In our case we have

used the NLMS algorithm to update the coefficiaftthe
FIR filters so as to minimize MSE between the aidapt
filters outputs w,(n) and w,(n) and the desired-response
signals p(n) and p(n). The update is made in the time

~S-.L((Al k) = PFl(ul k)Ul(w; k) (14) domain [3].

To reconstruct the speech signal at the olgt-D), 4 3 Robust implementation of the BS (RBS)
we have used the overlap-save method as descrijéfl i

Once the frequency gairPFl((o,k) is calculated, the
resulting speech spectrum is estimated as follows:

The RBS scheme that we consider [3] is shown or6Fig
This block-diagram corresponds to the ANC Backward
4, BACKWARD BSSSTRUCTURE (BS) BSS structure with variable step size sub-filt&} Four

The classical form of the BS structure is showirigp.5. ~adaptive filters, namely, the main adaptive filtfvsAF1,
We note that the de-noised outputs of this strecane MAF2) and the sub adaptive filters (SAF1, SAF2)
used as inputs of the cross-coupled adaptivediligs(n) ~ 9enerate noise and crosstalk replicas. Coefficienthe

and vg;(n). main and sub adaptive filters are updated by thSL
algorithm [3]. To reduce signal distortion in thatput,
4.1. Optimal Solution the step sizes for coefficients adaptation in thaRs!

) _ ) filter are controlled according to estimated sigiahoise
The theoretical solution of the probleme( complete ratios (SNRs) of the input signal. This SNR estiorais
signal separation) is obtained wkw;(n)=h31(n) and  carried out using SAF output signals. The SAF1 outp
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y;(n) and the subtraction resuey(n) are used to the length of the generated impulse respondd)e

estimate a more precise SNR at the primary inphis T frequency-domain processing uses frames of size 256

error el(n) serves as an approximation to the targ ith 50% overlapplng. The simulations show tha th
) ) three methods detailed above perform well: the cpee
speech, ancy,(n) is used as that to the noise. signal is almost completely denoised (see FigAjn A

comparison in terms of the averaged cepstral distan

e zt (2 ) (CD) between the original speech signal and those
= Noise_cancelled . .
y3(n) speech obtained respectively, at the output of each ofttiree
MAFL J&Wm methods is shown in Fig.7. On this figure, eachnpoi
[ vy corresponds to a smoothing of 256 consecutive fsame
Pa(n) — +$64(") U mar2(n)
L= I Hara()
[ ] (o ]
T SNRy(n) Tﬂ) 2T
_i = el(n) POW |Py(n)

Y oW EST
(/I:T:r | AVE |Pum)
SAFL ﬁ
SAF2
. y2(n) POW |Qs(n)
EST

POW AVE : Power Average FDPF
SNR EST : SNR Estimation

-12L I L I I I
Figure 6 -Robust Implementation of the Backward BSS < i i ety e

& B Bloc of 256 samples
(RBS) with controlled stepsizes. Figure 7 -Comparison of the CD for the three methods

The stepsize for MAF1 is controlled by the estirdate with loosely spaced microphones

SNR calculated from SAF1 output signals. SAF2 works

for crosstalk instead of the noise in a similar viayghat The good performance of the FDPF method appears
of SAF1. The resulting SNR estimate from SAF2 outpwelearly with an average CD of —9.82 dB. One can aés
signals is used to control the MAF2 stepsize (we u$n Fig.8 that the RBS method has a superior behaviou
Y2(n) and ez(n) to estimate the SNR for the SAF20ver the CBS one, ('612 dB for the RBS and —-3.50 dB

: ; : for the CBS). In Fig.8, we have evaluated the SNR
filter). All the details of th t f thesuct o
allrgrg)]iven in?3] elalls ot the parameters o ucture criterion for the three methods (FDPF, RBS and CBS

methods). Each point on the figure corresponds to a
smoothing of 1024 consecutive frames. The meanevalu
?' ANA_‘LYSISOF SIMULATIONIRESULTS of the SNR of the RBS method is about 27.25 dB, 8.85
In this section, we analyse the behaviour of eaethod 4B for the CBS method and 44.85 dB for the FDPE
that has been presented in the previous sectides, e  method. It means that there is a gain of 17.60 evéen
compare our FDPF method with the two backwar¢he FDPF method and the RBS one and a gain of 36 dB
methods,i.e. CBS and the RBS, in two cases. The firsfor the FDPF over the CBS method. This confirms the

corresponds to the configuration when the microeson syperiority of the FDPF method over the CBS and RBS
are loosely spaced and the second one is when thge’s.

microphones are closely spaced. To represent

Cepstral Distance (dB)

appropriately the effect of the distance between ttho %0
microphones on the characteristics of the signedshave 45¢
used the specific model proposed in [8] which ygeld 4|
simulated impulse responih,(n) and hy(n) [The .l FOPF

sampling frequency ids = 8 kHz; the corresponding |
reverberation time is 30.8ms; the length of theusp £

responses iL =100]. The speech signal is a sentence o % 2 /
about 4s and the point-source noise signal isostaty 20 RET
white noise. The SNRs (speech-to-noise ratiosthosen 15} cBS

equal to 3dB at the input {pand equal to 0dB at the .|
other input (p).

5L

5.1. Simulations with loosely spaced microphones % 4 20 30 40 50 60 70 80 90 100
. . . . . Bloc of 1024 samples

In th'_s simulations the length of .the adaptiveefit (LMS Figure 8 — OutpuSNR evolutions of the FDPF, RBS and CBS

algorithms) wy,(n) and wy(n) is equal to L=10GL is methods in the case of loosely spaced microphones.
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5.2. Simulationswith closely spaced microphones superiority in term of SNR even in critical situatiovhen

In this experiment, the two adaptive filters.(m) and the microphones are closely spaced.
W1(n) are close tcd(n) . In this case, one can see in (the

middle of Fig.8 in [1]) that in the FDPF method tignal _ 6. CONCLUSION

u, is strongly attenuated, whereas the attenuation {8 this paper, we have presented and compared three
compensated at the outpu{r§ thanks to the post-filter Methods to extract the speech signal from noisy
and the original speech signal is restored. Furbee, a opservatlons. T_he three methods use two microphones
very poor behaviour has been observed with the cggither loosely (first case) or closely (second papaced.
structure. This is due to the high misadjustmenvpfn) The FDPF method has given good simulation resolts f
which is always adapted in the presence of the ngixi the two cases. The good performance of this meémf
signal (speech plus noise). We have also notegjtioel IS sypenorlty over the CB_S methods and the RBSisne
performance of the RBS method but it remains infeo confirmed by the CD criterion, SNR values and by
the performance of the proposed FDPF method. We halpformal listening tests. We have also noted dyfajpod

evaluated the CD criteria for the three methodBign9. performance of the RBS method when the microphones
are loosely or closely spaced. A very poor behavifu
° cas the CBS method is obtained when the microphones are
4 A ) /\f> e closely spaced. The CD criterion and the informal
I S ) ~ listening tests have shown the superiority of tH@PF

method over the RBS one. We note also that the RBS

/V/\ /\ /\ Vs method has a higher complexity than the other ones;

moreover, it needs the adjustment of many important

Cepstral Distance (dB)

T2r RBS , parameters. According to all those results and
i N /\‘\/ considerations in both tested cases, we recommesnd t
18 \/\/*” T ) FDPF method to be used in practice. Further workhen
185 5 10 15 50 % problem of the diffuse noise is carried out andgadde

Bloc of 256 samples

Figure 9 — Comparison of the CD of the three mesheith
closely spaced microphones.

solutions for this problem are under development.
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