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ABSTRACT 
Abstract— This paper investigates the design and applica-
tion of an Acoustic Vector Sensor (AVS), traditionally 
used for underwater applications, for localisation of 
sound sources in air. The paper investigates the relation-
ship between the design factors and the accuracy of Di-
rection of Arrival (DOA) estimates for sources of varying 
frequency and compares the performance of an AVS with 
a Uniform Linear Array (ULA) of comparable size. Re-
sults show that the design of the AVS is critical in achiev-
ing polar responses that result in DOA estimates of high 
accuracy. For our proposed design, DOA estimates were 
found to be more accurate for a range of source frequen-
cies when compared to an existing AVS design and were 
significantly more accurate than those obtained from a 
ULA of comparable size. 
 

1. INTRODUCTION 

Acoustic Vector Sensors (AVS) arrays have been studied 
extensively for underwater applications including sound 
source localisation [1], but very little work exists for appli-
cations in air. An AVS consists of three orthogonally 
mounted acoustic particle velocity sensors and one  
omni-directional acoustic pressure microphone, allowing the 
measurement of scalar acoustic pressure and all three com-
ponents of acoustic particle velocity [2]. Compared to linear 
microphone arrays, AVS’s, consisting of collocated micro-
phones, are significantly more compact (typically occupying 
a volume of 1 cm3) [3] and can be used to record audio sig-
nals in both the azimuth and elevation plane without modi-
fying the orientation of the array. Typical applications of an 
AVS include speech enhancement for hands free communi-
cation [3], sound source localization in air and detection of 
seismic activities.  

Directional information from an AVS can be extracted by 
examining the relationship between the 4 microphone chan-
nels. Accurate Direction of Arrival (DOA) estimates are 
dependent upon placement of the microphones, the structure 
that holds the microphones and the polar patterns generated 
by each microphone. To investigate these effects we will 
consider alternative AVS designs and compare the resulting 
polar responses and DOA estimates with those obtained 
from a benchmark AVS. Section 2 of this paper proposes an 
AVS design that results in improved polar responses com-

pared to an existing AVS design [4]. Section 3 compares the 
polar responses of these three AVS designs and examines the 
dependency of DOA estimate on both the design and source 
frequency. Section 4 compares results for DOA estimates for 
sound sources recorded using the three AVS designs as well 
as a traditional Uniform Linear Array (ULA). Conclusions 
are presented in Section 5. 

2. ACOUSTIC VECTOR SENSORS: THEORY 
AND DESIGN 

2.1 Source Localization using AVS  
The output of the AVS consists of two components: an 

acoustic particle velocity and acoustic pressure component. 
This can be expressed in vector form as: 

                      (1) T
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Where p(t) represents the acoustic pressure component and 
vx(t), vy(t) , vz(t)  represents that the velocity gradient of the x, 
y and z axis. The relationship between the acoustic pressure 
and the particle velocity is given by [4]:  

                ( )u),(),( trpftrv =   (2) 

Where v(r,t) = [vx(t) ,vy(t) , vz(t)]  represents the acoustic par-
ticle velocity vector and f is a function of the acoustic pres-
sure gradient and where:  

                [ ]Tφφθφθ coscossincoscos=u  (3) 

is the source bearing vector with θ representing the azimuth 
and φ the elevation [4]. 

One technique for estimating the source position is to find 
the ratios of the gradient microphone signals. However, this 
assumes perfectly orthogonal sensors with matching fre-
quency responses, which was found to not be true in practice. 
A significantly more reliable and efficient method for finding 
the DOA estimate is the Multiple Signal Classification 
(MUSIC) method of Schmidt [5]. The MUSIC algorithm 
allows for the estimation of the DOA using the eigenvalues 
and eigenvectors of the covariance matrix formed from the 
recorded signals [5] [6]. The MUSIC algorithm can be ex-
pressed as:  
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where Vi
H is the smallest eigenvector and h(θι) is the steering 

vector for the AVS and  where θι  ∈ (-π, π). For sources with 
an elevation of 0° relative to the AVS (assumed in this work), 
the steering vector [6] [7] can be described as a function of 
the azimuth as: 

 
         (a)      (b)           (c) 
 

Figure 1 - 3D View of (a) AVS I (b) AVS II (O and Z not shown) 
(c) Pressures P1 and P2 at the two inlets 

                          ( ) ( ) ( )[ 1  in   cos iii s ]θθθ =h   (5) 

which is formed from the x and y components of (3) with 
φ = 0°  and where 1 represents the omni-directional micro-
phone. The peaks of P(θι) represent the DOA estimate for 
that source. 

2.2 Design of the AVS 

The AVS’s constructed for the present work were built using 
one Knowles EK-3132 omni-directional pressure micro-
phones and three Knowles NR-3158 pressure gradient mi-
crophones, similar to those used in [3]. Three designs were 
investigated. The first design (AVS I) is similar to that re-
ported by Lockwood et al. [3] and is illustrated in Fig. 1 (a) 
and pictured in Fig. 2 (a).  

Initial results found that the accuracy of a (DOA) esti-
mate is highly dependent on the design and placement of the 
microphones. It is proposed that these differences are due to 
the effect of shadowing by the sensor on the opposite axis 
and the size of the aluminium pole used. The area blocking 
the path is approximately (3.99×5.59) 22.36 mm2 as illus-
trated in Fig. 1 (a) which is the surface area of the sensor on 
the opposite axis. As the frequency of the audio signal in-
creases, the shorter wave lengths result in increased reflec-
tion and blocking of the sound waves by the sensors, wires, 
and the metal support. High frequencies can not move around 
objects easily due to the short wave lengths hence they are 
more reflected [8]. This results in an artificial increase in 
pressure on one side of the sensor; which must be minimized 
for efficient use of the AVS. Hence, this work focuses on 
design changes of the AVS to minimise these effects. An al-
ternative might be to predict the effect of the shadowing but 
this is a highly variable and complex problem.  

To test the effects of the sensor placement, AVS I was al-
tered such that the sensors located on the opposite axis were 
placed with an offset as pictured in Fig. 2(b).  An offset of 
approximately 0.5 cm was chosen; this distance represents 
the approximate one-quarter wavelength for a 15 kHz source 
(the maximum frequency that the sensors can record). To test 
the effect of the metal support and the sensor placement a 

second AVS was built (AVS II) with an offset between the 
two sensors in the X and Y axis as illustrated in Fig. 1 (b) and 
pictured in Fig. 2 (c). To avoid shadowing, the omni-
directional microphone was also located at a similar distance 
from the gradient microphones as used for AVS I with offset. 
A thin cylindrical metal rod of cross sectional area of 0.79 
mm2 is used (Fig. 2 (c)) instead of the square aluminium pole 
which had a cross sectional area of (2.5×2.5) 6.25 mm2 as 
shown in fig. 1(a). The use of a cylindrical metal rod allows 
the smooth flow of air particles thus reducing reflections [9]. 

3. CHARACTERIZATION OF THE AVS 

The characterization of the AVS sensors was performed 
by measuring their polar responses and Direction of Arrival 
(DOA) estimates for sources located directly in line with the 
microphones. 

3.1  Experimental Setup 

Recordings were made in an anechoic room at the Univer-
sity of Wollongong [10]. For testing, the experimental setup 
of Fig. 3 was used, where the AVS was mounted on a custom 
built rotating platform (to allow positioning of the micro-
phones relative to the source) and a self powered speaker 
(Genelec 8020A) was placed in front of the AVS at a distance 
of 1 m with an elevation of 0°. A series of monotone signals 
each 2 seconds long and of equal energy were played with 
frequencies ranging from 100 Hz to 10 kHz.  Recordings of 2 
seconds long were made at 5° intervals and signals were 
sampled at 48 kHz. 

3.2. Polar Responses 

The polar response was measured by finding the average 
recorded signal energy for each source location. Analysis 

 
Figure 3: Setup for characterization of the AVS 

 
 (a)                 (b)                (c) 

Figure 2: (a) AVS I front, (b) AVS I Offset (c) AVS II 
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here is restricted to the gradient microphone (polar responses 
for the omnidirectional microphone were found to be con-
stant for a wide range of frequencies). Figs. 4 and 5 show 
results for 3 kHz and 5 kHz tones for the gradient micro-
phones recording both the x and y directions (see Fig. 1 (b)). 
All AVS designs display a typical figure-of-eight polar pat-
tern [11]. For all AVS’s examined, the lobe on one half of the 
figure 8 pattern was larger than the other; this was found to 
be a result of the characteristics of the Knowles gradient mi-
crophones, which had differing numbers of air-inlets on each 
side. Compared with the results for AVS I, the polar plots for 
AVS I with offset and AVS II are more symmetrical. The loss 
of symmetry for AVS I about the Y axis is particularly no-
ticeable for the Y sensor as the source frequency increases 
(compare Figs. 4 and 5), while for AVS I with offset and AVS 
II, symmetry of the polar response is maintained as source 
frequency increases. 

3.3. Response to source perpendicular to sensor inlets 

An ideal gradient microphone should have an output of 0 
for sources located perpendicular to the sensor inlets; this is 
because the pressure will be identical on either side of the 
microphone as illustrated in Fig. 1 (c) and hence the pressure 
gradient (or difference) should be zero. 

To analyse this characteristic, the Average Angular Error   
(AAE) of signals impinging on the AVS at 0° was measured 
for AVS I, AVS I with offset and AVS II for the frequencies 
from 1 kHz to 10 kHz using:   
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Figure 4: X and Y Sensor Polar Plots for AVS I , AVS I with offset 

and AVS II at 3 kHz 
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Figure 6: The AAE for output at 00 for frequencies 1 kHz to 10 kHz 

 
Fig 5: X and Y Sensor Polar Plots for AVS I , AVS I with offset and 

AVS II at 5 kHz 

Where N is number of sources (tones) and θn,m and θn,a are the 
measured (m) and actual (a) DOAs, respectively, for source 
n. Fig. 6 shows the difference error for sources located at 0° 
to the Y axis; the error for AVS I is much higher than that 
compared to AVS I with offset sensors and AVS II. Further-
more the results show that that the difference in error in-
creases as the frequency of the source signal increases.  

In the case of AVS I when the source is at 0° to the Y sen-
sor, air particles flowing on the X sensor side are disrupted 
creating a slight increase in pressure on one side. This disrup-
tion of the air flow causes an error in the output and this error 
increases as the frequency of the signal increases. When the 
sensors are placed at offset in the AVS I the error is reduced 
significantly and for frequencies up to 5 kHz the error is the 
same as that for AVS II. The improved result is due to the 
offsetting of the sensors which causes minimum disruption of 
the flow of the air particles creating an output which is more 
accurate than the output of AVS I. 
 
4. LOCALISATION EXPERIMENTS 

Results for localization were obtained using the same ex-
perimental rig, recording environment and sound sources 
described in Section 3. As well as the three AVS configura-
tions, recordings were also made with a 3 element Uniform 
Linear Array (ULA), which was chosen so that the number of 
sensors matched the AVS. The ULA was designed using the 
same Knowles EK-3132 omnidirectional microphones as 
used in the AVS and using a spacing of 21 mm; this results in 
an array of approximately 42 mm long. Localization was 
performed using the DOA estimate described in Section 2. 
All the results presented in this section are for confidence 
intervals of 95 % and for frequencies 1 kHz to 10 kHz in 1 
kHz intervals and for the first two quadrants i.e. θ  ∈  (0, π). 
The results for the 3rd and 4th quadrants are the same as 
those for the 1st and the 2nd quadrants; hence for brevity they 
have been omitted. 

4.1 Direction of Arrival for AVS I , AVS I with offset and 
AVS II 

The average angular error for sources located in the 1st quad-
rant and averaged over all recorded source frequencies is 
shown in Fig. 7.  On average, the AAE is 1.5° for AVS II, for 
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Figure 10: AAE for each frequency Band vs Frequency. Error bars 
represent 95 % confidence intervals (top half of error bar for 10kHz 
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Figure 7: AAE of the DOA estimates for 1st quadrant. Error bars 

represent 95 % confidence intervals 
removed for clarity) 
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AVS I with the offset the AAE is 3.2°  and 4.6° for AVS I. 
The results of Fig. 8 are for the AAE of the DOA estimates 
for the second quadrant. On average, the AAE for AVS II is 
1.9 while for AVS I with offset is 9.5 and for AVS I it is 7.3. 
Compared to the results from the 1st quadrant the overall er-
ror for all AVS’s is seen to have increased significantly for 
the second quadrant. The results for second quadrant are for 
frequencies 1 kHz to 6 kHz as the error from frequencies 
including 7 kHz and above were statistically not reliable for 
AVS I.  

For the first quadrant it is proposed that the increase in er-
ror for AVS I is caused by acoustic shadowing by the sensor 
on the opposite axis. A significant improvement in error is 
seen when the sensors are at offset (see AVS I offset results 
and AVS II). It is proposed that this improvement is due to 
reduced blocking from any object to the flow of the air parti-
cles; hence the sensor readings are more accurate. 

For the second quadrant, there are two factors that con-
tribute to the errors: (a) reflection from the edges of the 
square pole at high frequencies and (b) shadowing or block-
ing by the sensor on the opposite axis at high frequencies. It 
is believed that the reflections and blocking from the square 
pole has a greater significance in the error as suggested by 

the results in Fig. 8. By removing the square pole and replac-
ing it with the thin metal pole there is a significant reduction 
in error for AVS II. In Fig. 9, it can be seen that the imping-
ing sound wave hits the sensor and the square pole and the 
waves are reflected creating regions of attenuations or shad-
owed parts. These cause incorrect readings of pressure dif-
ference that produce an error in the output for AVS I, and for 
the AVS I with offset the square aluminium pole cause reflec-
tions which create errors in the output. In contrast, for AVS II 
the metal pole is much smaller than the sensors, which are 
also offset; this results in a pressure difference and an output 
with minimum error. 

The relationship between DOA estimation and the geome-
try of the sensors has been previously investigated by 
Hawkes et al. [12]. Here, since the aluminium pole used for 
AVS I is square the accuracy with which the sensors are at-
tached to form 90° between the sensors is high compared to 
that of the metal rod used in the construction of AVS II, the 
results of Figs. 7 and 8, show much higher errors in the esti-
mated source location for AVS I. This indicates that the 
acoustic shadowing by the sensors and reflections by the 
aluminium pole is much more significant and creates larger 
errors than those produced by the misalignment of sensors.  

 

4.2 DOA estimates Vs Frequency for AVS 

Results in Fig.10 show that as the frequency of the source 
increases the error in the DOA estimate also increases. The 
average AAEs for source frequencies from 1 kHz to 10 kHz 
are approximately: 6.1° for AVS I, 5.0° for AVS I with offset; 
and 2.4° for AVS II. For AVS I, the AAE versus source fre-
quency is approximately constant up to 5 kHz, increases by 
approximately 2° per kHz between 6 and 9 kHz before in-
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Figure 8: AAE of the DOA estimates for 2nd quadrant. Error bars 
represent 95 % confidence intervals  

Figure 11: ALE for DOA estimates for AVS I, AVS II and ULA. 
Error bars represent 95 % confidence intervals. 

 
(a) AVS I  (b) AVS II  

Figure 9: (a) AVS I Reflected waves creates Shadowed Regions (b) 
AVS II No shadowing due to offset 
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     Furthermore, the results show that by changing the shape 
of the support from square to cylindrical, which reduces the 
cross sectional area of the support by 5.46 mm2, provides a 
significant improvement in the estimated DOA accuracy. The 
DOA estimates obtained from the new design have an aver-
age error of less than 2° for a range of source frequencies, 
compared with average errors of more than 4.5° for an alter-
native existing design. Furthermore it has been established 
that the accuracy of the DOA estimates generated by the AVS 
is much better than the estimates for a ULA with similar 
number of sensors and comparable size at close proximity to 
the target source. Future work will examine applications of 
this AVS for speech enhancement applications using e.g. 
beamforming and extensions to 3D source locations and al-
ternative acoustic environments. 

creasing sharply to 20° at 10kHz. The AAEs for AVS I with 
the offset remain below 9° for source frequencies up to 10 
kHz, while for AVS II the maximum error is 8° (except at 9 
kHz). 
This result shows that by offsetting the sensors and reducing 
the surface area of the structure holding the AVS micro-
phones, more consistent and accurate DOA estimates can be 
obtained for all source frequencies tested. By first offsetting 
the sensors, a reduced DOA estimate error is achieved for 
high frequencies (as seen by the results for AVS I offset). 
Replacing the square pole with a cylindrical pole of much 
smaller area leads to further reductions in the DOA estimate 
errors for all frequencies. 

 
 

 4.3 Comparison of DOA estimates for AVS and ULA 
 

The results in Fig. 11 are a comparison of the DOA error 
produced by a ULA to that of the AVS. The ULA is the sim-
plest and most common type of microphone array. For opti-
mum performance of a ULA the spacing between the micro-
phones has to be set logarithmically, but since they are only 3 
microphones they have been attached with the same separa-
tion. The steering vector (also known as the array response 
vector) for the ULA used with the equation 4 is described as: 
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