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ABSTRACT 
This document presents a Scene Change Adaptation method 
for the Scalable Video Coding extension of H.264/AVC. Our 
method is based on a scene change detection algorithm that 
identifies transitions in video sequences by using the motion 
information provided by the pre-analysis phase of a Fast 
Motion Estimation algorithm based on spatial-temporal 
motion correlation. Intra coding picture is imposed at the 
end of the Group Of Pictures containing the scene change, 
thus dynamically adapting the sequence structure to the 
scene content and preventing the propagation of the predic-
tion error due to scene change. The proposed algorithm has 
been also combined with a Buffer-Based Constant Bit-Rate 
control algorithm, which ensures HRD buffer compliance 
and target bit-rate requirements. Simulation results show 
that the SCD algorithm can improve the global coding effi-
ciency and the local visual quality when a scene change 
occurs. 

1. INTRODUCTION 

Scalable Video Coding (SVC) is one of the latest video stan-
dards developed by the Joint Video Team (JVT) of the  
ITU-T Video Coding Expert Group (VCEG) and the 
ISO/IEC Moving Picture Expert Group (MPEG) as an ex-
tension of H.264/AVC [1][2]. SVC provides scalable video 
streams, which are composed of a base layer and one or 
more enhancement layers. Enhancement layers may enhance 
the temporal, spatial or SNR resolutions of the base layer 
representation, thus adapting the stream to a variety of end-
users in terms of capabilities and applications. The JVT pro-
vides a reference software, the Joint Scalable Video Model 
(JSVM), which implements a fully scalable encoder [3]. 

The encoded bit-stream must respect transmission or 
storage constraints, such as channel bandwidth or limited 
memory availability. Moreover, to maximize the end user 
experience, the encoder is expected to optimize the subjec-
tively perceived image quality and to keep it constant 
throughout the whole encoding process. 

Given the encoding configuration set, the encoder can 
achieve the above mentioned requirements by optimally 
adapting the quantization parameter and the coding modes 
based on the actual scene content. But in real-world videos 
and movie sequences the scene content may vary quite often, 
thus compromising motion estimation process and conse-
quently worsening the visual quality, as described in Section 
2. 

In order to improve visual quality at scene change points 
and provide a more constant image quality over time, Scene 
Change Detection (SCD) is fundamental. Moreover, SCD is 
also useful for supporting and improving other application 
algorithms, such as video indexing, to enable fast browsing 
and retrieval of sub-sequences of interest to the user, or as 
bit-rate control, since it allows a more efficient HRD (Hypo-
thetical Reference Decoder) buffer management. 

In this paper we propose a new effective SCD method 
with extremely low additional computation to dynamically 
adapt the sequence structure to the scene content, ensuring 
good reference pictures for motion estimation and providing 
regular random access points to the bit-stream. 

The rest of the paper is organized as follows. Section 2 
analyzes scene change influence and describes our proposed 
method. Simulation results are shown in Section 3 to verify 
the algorithm effectiveness and conclusions are reported in 
Section 4. 

2. SCD ALGORITHM 

We define a scene to be a sequence of pictures that appears 
to be continuously captured by the same camera. A scene 
change happens when the correlation between two subse-
quent frames is small or their relative motion is larger than 
the search range of the Motion Estimation (ME). If the scene 
has been changed, the motion estimation will fail and many 
macroblocks (MBs) in the picture will be coded as Intra, 
thus causing a considerable and unexpected increment of 
bit-rate. 

In H.264/AVC there are basically three types of video 
pictures: Intra picture (I), prediction-coded picture (P) and 
bidirectionally-predicted picture (B). JSVM software pro-
vides temporal scalability with the concept of hierarchical B 
pictures [1]. The dyadic temporal enhancement layers are 
typically coded as B pictures, where forward and backward 
references are restricted to the nearest temporally preceding 
and succeeding pictures belonging to lower temporal layers. 
Typically, only the coarsest temporal layer pictures are I or P 
coded and are known as key pictures. The subsequence be-
tween two key pictures, including the next I or P picture, is 
referred to as a Group Of Pictures (GOP) while the distance 
between two I coded pictures is known as Intra Period (IP). 

The I pictures are coded independently exploiting spatial 
correlation only and need more bits than P and B pictures. 
Since P and B pictures are coded by motion compensated 
prediction, their quality depends not only on the quantization 
step but also on motion estimation accuracy. Analyzing more 
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in detail the influence of a scene change, we observe that the 
effect depends on its position within the GOP. By way of 
example, we suppose to have a single layer with a hierarchi-
cal GOP of 4 pictures length, as depicted in Figure 1, and we 
state to have no more than one scene change per GOP. 

If a scene change happens just before an I picture, all the 
B pictures of the current GOP will be directly or indirectly 
influenced because the I picture is one of the available refer-
ences. But the B pictures can also refer to the previous key 
picture of the last GOP, thus still providing a good prediction 
result. So there is little influence on the prediction efficacy 
when scene changes occur before an I picture. 

Since hierarchical B pictures are predicted from 
neighbouring and temporally adjacent I, P or B pictures, the 
current B picture will have at least one reference belonging 
to the same scene. When scene change happens at a B pic-
ture, again we can get a satisfactory prediction. 

P pictures are predicted from previous I or P coded an-
chor frames. If scene changes happen before a P, motion es-
timation will fail and many MBs will be Intra coded. In this 
case, a fixed compression ratio would be sustained only at 
the cost of a visible image quality loss. The prediction accu-
racy of this P would be low and consequently the quality of 
the pictures predicted from this P would be worsened. On the 
contrary, quality loss would be avoided at the cost of a de-
creased compression ratio, but this solution could not be ap-
plicable in case of strict bit-rate constraints. Resuming the 
above observations, encoder action is necessary only in case 
of scene change before a P picture. 

An SCD algorithm can precisely identify the scene 
changed picture and try to limit quality loss and bit-rate in-
crement by avoiding ineffective inter picture coding. Per-
formance evaluations and characterization of a number of 
scene change algorithms are proposed in [4][5]. Colour his-
tograms, edge change ratio, block motion information or 
video content variation are used to compute picture differ-
ences. An SCD method for Scalable Video Coding has been 
proposed in [6], but it is specifically designed for Motion 
Compensated Temporal Filtering (MCTF) structure, a video 
coding technique that was considered during the early devel-
opment stages of SVC, but eventually abandoned. Generally 
these SCD methods require some extra computation to obtain 
scene characteristics. 

A first version of the proposed algorithm has been previ-
ously implemented for H.264/AVC encoding [7]. It has been 
improved and adapted to SVC by maintaining hierarchical 
temporal scalability and allowing multiple layers encoding. 
The algorithm has been integrated in a JSVM 9.8 compliant 
encoder, which further includes proprietary Fast Motion Es-
timation [8] and Constant Bit-Rate (CBR) control procedures 
[11]. 

Our SCD algorithm does not need any ad hoc frame by 
frame computation because it uses the motion information 
provided by Coarse Search, the pre-analysis phase of a Fast 
ME algorithm, to identify changes in the scene content of a 
video sequence. The Fast ME algorithm is able to achieve 
performance very close to the one of Full Search Block 
Matching by using only a small fraction of its computational 
complexity. Actually the complexity of our ME algorithm is 

independent of search window size, so that the search region 
can be set equal to the entire picture size and wrong scene 
change detections due to limited search area are avoided. A 
more detailed description of the Fast ME algorithm can be 
found in [8]. 

 
Figure 1 – Effect of scene change on hierarchical prediction 

 for a 4 length GOP. 

The Coarse Search analyses temporal correlation by test-
ing a predefined set of motion vectors and assigns to each 
MB a first rough prediction, estimated with respect to the 
previous picture, regardless of the picture coding type. The 
SCD technique evaluates the coarse results to identify poor 
temporal prediction at MB level: if the scene change had 
happened, the ME will fail, leading to a large prediction er-
ror. So, for each MB, the algorithm compares the temporal 
correlation with the spatial one to identify the most costly 
convenient to be coded, as described in the following 
pseudo-code: 

( ) ( )( )
;__ ++

>>
MBsINTRApotential              

TSAD&VAR  MAEif 1        (1) 

where MAE (Mean Absolute Error) and SAD (Sum of Abso-
lute Differences) represent the temporal correlation and cod-
ing cost, while the variance (VAR) gives a measure of the 
spatial homogeneity. T1 is an empirical threshold value ob-
tained by several test cases. If the condition in (1) is true, 
meaning the temporal prediction is too costly, the current MB 
is marked as a potential Intra MB and the MB counter is in-
cremented. 

At the end of each picture, SCD computes a smoothness 
parameter, which is a novelty with respect to previous im-
plementation in [7]. The smoothness parameter represents the 
correlation lying between the motion vectors of adjacent 
MBs of the same picture: it is used to keep track of motion 
complexity and thus to avoid false detections due to high 
motion shots. For the pictures within the same shot, the ME 
produces coherent motion vectors to describe realistic move-
ment of objects between contiguous pictures. On the con-
trary, in case of scene change, the motion fields are incoher-
ent because they don’t refer to a consistent movement. The 
smoothness parameter for the i-th picture is obtained by av-
eraging for every MB the vectors components of four 
neighbouring MBs, as depicted in Figure 2 and shown in the 
equation below: 
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where N is the total number of MBs per picture, ∆xm,n and 
∆ym,n are the horizontal and vertical components of the mo-
tion vectors of neighbouring MBs. To identify local motion 
discontinuity, the Smoothi value is compared with the aver-
age smoothness of a local window of k pictures. If the differ-
ence between current smoothness and the average of the past 
k smoothness values is greater than an empirical threshold T2, 
then a motion complexity discontinuity is pointed out. T2 
threshold selection is critical, a trade-off must be found so 
that it is high enough to avoid false hits caused by high mo-
tion scene and low enough to avoid miss rate. T2 = 1.5 works 
well for the video test set. 

When both the number of hypothetical Intra MBs in (1) 
exceeds 40% of the entire picture amount and a complexity 
discontinuity is verified in (2), a scene change is said to hap-
pen. 

After the identification of a scene change, the next key 
picture is forced to be Intra coded, thus inducing a Variable 
Intra Period (VIP). By dynamically forcing an Intra picture 
coding, the temporal correlation is properly exploited within 
each Intra Period and motion estimation is prevented across 
the scene change, at a very low complexity cost. Moreover 
the temporal scalability is preserved, thus avoiding mis-
alignment with enhancement layers at higher temporal scal-
ability. 

Since I pictures need more bits to be coded, repetitive 
scene changes can significantly worsen the compression ratio 
and irreparably compromise rate constraints. As proposed in 
[9], when the IP of length M containing a scene change is 
stopped, the new started IP combines the remaining pictures 
of the previous one and the new M pictures, changing the I 
picture in the next IP to P picture. Moreover, a minimum 
distance of 4 pictures between two successive scene change 
is imposed to allow the sliding window refresh for smooth-
ness calculation and to avoid oversize bit-rate increment. On 
the contrary, an upper IP bound is necessary to limit the pre-
diction error propagation. The last remark is even more nec-
essary in case of low bit-rate applications, so that IP is 
bounded to a maximum length of 64 pictures. In case of un-
constrained IP, meaning only the first picture is Intra coded, 
if a scene change occurs, the key picture is forced to I, with-
out any other concern for IP calculation. 

3. SIMULATION RESULTS 

In order to verify the SCD algorithm effectiveness, we 
used  seven test sequences, obtained by mixing a set of video 
segments, characterized by various amount of movement 
complexity and different resolutions, as reported in Table 1. 

The first simulation test has been performed at fixed 
quantization parameter (QP), disabling any rate control algo-
rithm. By varying only the QP, other configuration parame-
ters being equal, we used QPI=QPP=[10, 25, 40], 
QPB1 = QPI + 3, QPB2 = QPI + 4, QPB3 = QPI +5. 

We analysed two different sequence structures, with IP 
and GOP couples equal to [16,4] and [32,8]. For both con-
figurations and regardless of the QP, we obtained the same 
performance, which are evaluated by three basic numbers: 

• hit rate is the ratio of correctly detected scene changes 
to its actual number, 

• miss rate is the ratio of missed scene changes to the ac-
tual number of scene changes, 

• false rate is the ratio of incorrectly detected scene 
changes to the actual number of scene changes. 

Table 1 – Test sequences. 

Resolution Pictures Number Scene Changes 
CIF (325x228) 2213 10 
PAL (720x576)   420 21 
720p_A (1280x720)   750 14 
720p_B (1280x720)   420 19 
1080p_A (1920x1080)   600   5 
1080p_B (1920x1080)   280 11 

Tot. 4683 80 

Table 2 – Efficiency of the proposed SCD algorithm. 

Total 
Scene Changes 

Hit 
Rate 

Miss 
Rate 

False 
Rate 

80 80 
100% 

0 
0% 

2 
2.5% 

 

Neighboring MBs 

Current MB 

i-th Frame  
Figure 2 – Neighbouring MBs scheme to obtain Smoothness com-

ponent of the current MB in the i-th picture. 

The results reported in Table 2 show that the SCD algo-
rithm is able to completely detect all the scene changes, 
which means a reliability of 100% and no missed hits for the 
analysed test sequences, considerably improved compared to 
96% efficiency and 2 missed events reported in [7]. The two 
false hits are associated with the “Crew” segment of the 720P 
sequence, which contains photoflash noise. Actually camera 
flashlight is a critical event for SCD and future improve-
ments of the algorithm will have to solve this issue. 

Tables 3-4 compare the performance of our SCD algo-
rithm aided by the VIP solution, with respect to fixed Intra 
period coding, for three different QP values (15, 25 and 35). 
The first column reports the results obtained with fixed Intra 
period (IPREF=16), while the last three columns refer to our 
VIP method (IP equal to 16, 32 and unrestricted). As notice-
able from simulation results, our approach causes a negligi-
ble Y-PSNR loss, limited to 0.21dB for the highest QP with 
unrestricted IP, and in general produces a reduced variance, 
assuring more constant quality throughout the coded se-
quence. The quality drop is due to the less frequent Intra re-
fresh, which leads to higher cumulative motion compensated 
prediction error within the Intra Period. Of course the in-
creased error propagation can be traded-off with the im-
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proved compression by imposing an upper bound on the 
maximum IP length as needed by the application. 

From bit-rate point of view, the encoder process combin-
ing SCD and VIP approaches can yield better compressing 
rate than conventional approach. For equal Intra period 
value, IP = 16, the compression gain of the proposed method 
lays between 0.55% and 7.5%, considering all the tested QP 
and resolutions. This means the VIP approach always pro-
vides an improvement of coding efficiency, depending on bit-
rate. The compression gain is even more evident for IP=32 
and unrestricted IP: the algorithm can give a benefit up to 
24% bit-rate reduction. 

The evident advantage of SCD combined with VIP tech-
nique can be exploited to improve Constant Bit-Rate (CBR) 
applications. The preserved bit-rate can lead to higher quality 
or help a more efficient HRD buffer management. CBR in 
JSVM model has been partly investigated in [10]: this JVT 
contribution has been implemented into JSVM software only 
for the base layer and it extends to SVC the same RC scheme 
already adopted within the H.264/AVC Joint Model (JM) 
reference software. However, in the current JSVM software, 
there are no scene change detection mechanisms, so when 
scene changes happen, the rate control fails in bit allocation, 
compromising motion estimation process, and visual quality 
is consequently worsened. 

Hence we tested the proposed SCD and VIP technique 
with our proprietary CBR algorithm [11]. Our CBR algo-
rithm is a single-pass algorithm, since the encoding process 
is done once per picture and there is no need of a pre-analysis 
phase to determine target bits allocation. It is based on the 
principle of buffer management and is suitable for multiple 
layer coding: the algorithm tries to achieve, at the end of each 
Intra period, the same buffer fullness that was before encod-
ing the last Intra picture. As a consequence, it performs a 
constant bit-rate encoding, since every Intra period consists 
of about the same number of bits: 

TargetBitsIntraPeriod = AvgBitPict · IP 

where AvgBitPict is the average amount of bits per picture 
obtained as the ratio of the target bit-rate and the sequence 
frame rate. After a scene change, the CBR algorithm has to 
update some internal parameters relative to the new IP, for 
example the TargetBitsIntraPeriod value and the buffer 
thresholds. By taking these solutions, the encoder is able to 
avoid quality loss and maintain, at the same time, good bit-
rate control performance. 

In order to keep comparable working conditions for both 
JSVM and the proposed rate control algorithms, in the JSVM 
configuration file the MaxQPchange parameter is set equal to 
6, the BasicUnit is picture sized and the QP can vary from 1 
to 51. The target bit-rate for both algorithms is 2 Mb/s. 

The test sequence is in 720P format, 600 pictures long, 
and it includes 5 scene changes, one every 100 pictures. The 
results in Table 5 show that the final Y-PSNR qualities are 
almost the same, but variance is quite smaller for our algo-
rithm, meaning more constant quality throughout the whole 
coded sequence. By analyzing more specifically the frame by 
frame PSNR values depicted in Figure 3, we notice some 
huge quality loss of the JSVM rate control for the pictures 

immediately after scene changes, causing an annoying visual 
quality degradation. On the contrary, our algorithm better 
controls the encoding process by dynamically adapting to the 
sequence scene content, thus assuring always a satisfactory 
visual quality. 

4. CONCLUSIONS 

In this paper we proposed an effective and low complexity 
scene change detection method, based on the motion infor-
mation provided by a fast motion estimation algorithm. The 
method shows a 100% efficiency for hard cuts detection on 
the tested sequences. By adapting Intra period to scene 
changes, it allows a bit-rate reduction from 0.55% minimum 
to 24% maximum relative to the approach without SCD. 
The quality loss is limited to -0.21 dB in the worst case and 
to -0.06 dB on average. Further, the proposed method is 
useful for supporting new applications, as video indexing, 
and for improving other ones, as bit-rate control, by provid-
ing regular random access points to the bit-stream and en-
suring good reference pictures and limiting prediction error 
propagation. 
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Table 3 – CIF sequence: (left)Y-PSNR, quality loss and variance, (right) bit-rate values and percentage reduction  
of VIP approach (IP=16, 32, unconstrained) relative to fixed IP configuration (IPREF=16). 

Intra Period 16 16 32 unc.

QP Y-PSNR   (var)  
loss [dB]

REF.

44,56  (4,76) 44,55  (4,74) 44,53  (4,64) 44,51 (4,55)
-0,01 -0,03 -0,05

37,56  (7,04) 37,55  (7,03) 37,52  (6,96) 37,50  (6,83)
-0,01 -0,04 -0,06

31,02  (8,83) 31,01  (8,85) 30,92  (8,71) 30,81  (8,33)
-0,01 -0,10 -0,2135

25

15

   

Intra Period 16 16 32 unc.

QP BR [kb/s]     
BR Red. [%] REF.

3720,48 3700,20 3596,27 3506,06
-0,55% -3,34% -5,76%

1252,82 1240,09 1172,75 1115,86
-1,02% -6,39% -10,93%

353,34 347,34 315,26 288,27
-1,70% -10,78% -18,41%

15

25

35
 

 

Table 4 – 720P_A sequence: (left)Y-PSNR, quality loss and variance, (right) bit-rate values and percentage reduction  
of VIP approach (IP=16, 32, unconstrained) relative to fixed IP configuration (IPREF=16). 

Intra Period 16 16 32 unc.

QP Y-PSNR   (var)  
loss [dB] REF.

44,18  (5,03) 44,17  (4,99) 44,15  (4,90) 44,15  (4,87)
-0,01 -0,02 -0,03

38,02  (5,46) 38,00  (5,41) 37,95  (5,30) 37,94  (5,27)
-0,02 -0,07 -0,08

32,98  (6,35) 32,94  (6,28) 32,82  (6,19) 32,77  (6,20)
-0,05 -0,16 -0,21

15

25

35
   

Intra Period 16 16 32 unc.

QP BR [kb/s]     
BR Red. [%] REF.

25885,70 25727,56 25452,28 25365,62
-0,61% -1,67% -2,01%

5184,82 5010,01 4709,15 4622,91
-3,37% -9,17% -10,84%

1147,48 1061,43 915,94 868,26
-7,5% -20,18% -24,33%

25

35

15

 
 

Table 5 – Comparison of JSVM CBR algorithm to our CBR method including SCD and VIP techniques. 
Table reports Y-PSNR, variance, final bit-rate and bit-rate errors relative to target bit-rate (2 Mb/s). 

 Y-PSNR 
[dB] 

var BR 
[kb/s] 

BR Error 
[%] 

JSVM 37.36 11.59 2143.67 +7.18% 

CBR+SCD+VIP 37.39  7.84 2012.98 +0.65% 
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(b) 

ure 3 – (a) Picture by picture Y-PSNR for 720P sequence: JSVM CBR results (magenta) vs. proposed CBR+SCD+VIP method (blue). 
(b) Picture by picture Smoothness parameter for SCD method: smoothness peaks pinpoint scene change occurrences. 
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