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ABSTRACT
Packet loss due to misrouted or delayed packets in voice over
IP leads to huge voice quality degradation. Packet loss con-
cealment algorithms try to enhance the quality of the speech.
This paper presents a new packet loss concealment algorithm
which relies on one hidden Markov model. For this purpose,
we introduce a continuous observation vector well-suited for
silence, voiced and unvoiced sounds. We show that having a
global HMM is relevant for this application. The proposed
system is evaluated using standard PESQ score in a real-
world application.

1. INTRODUCTION

In voice over internet protocol (VoIP) networks, voice signal
is sent as packets. Due to the different routes used, pack-
ets at the receiver may arrive too late for real-time applica-
tions, corrupted or may even not arrive. Since in VoIP net-
works, error-control techniques such as automatic repeat re-
quest (ARQ) are not present, the receiver has to tackle the
problem of packet loss.
Packet loss concealment (PLC) is an answer to this problem.
Three main techniques of PLC can be found in the litterature:

• Zero insertion which is simple but obviously not satisfy-
ing for the end-user,

• Packet repetition: one can choose to reproduce the last
frame. Although it sounds better than muting the call,
listeners may notice the frame erasure. Better quality can
be achieved by using a pitch based waveform replication
[3, 5].

• Model-based repetition: more advanced methods are try-
ing to fit a model on the speech. When a frame is lost,
model parameters are extrapolated and/or interpolated,
leading to a recovering of the signal lost part. For ex-
ample, Gunduzhan proposed a method based on linear
prediction [4]. More recently, C.A. Rodbro and al. pro-
posed a PLC based on a hidden Markov model (HMM)
[13]. It is based on a semi-hidden Markov model for the
speech stream and a minimisation of a mean square error
for the concealment.

Although widely used in speech recognition and en-
hancement, the interest of HMM [11] for PLC has been stud-
ied in a very few number of papers. However, results in
[13] are promising leading to more natural variations and
sounding in the reconstructed speech. Rodbro and al. sys-
tem relies on a semi-hidden Markov model driven by an un-
voiced/voiced estimator. As the feature vector used includes
the pitch, the PLC is sensitive to pitch estimation errors like
doubling or halving periods.

In this paper we propose a new PLC which has to be in-
dependent of the vocoder so that it can be used in any system.
We choose to use a unique continuous Markov model for the
speech decription to avoid pitch estimation sensitivity.

For that purpose, we propose a new feature vector includ-
ing an original voicing percentage estimation.

In the section 2 we describe the structure of the proposed
HMM-based PLC. Section 3 presents the new continuous
feature vector while section 4 focusses on the evaluation of
the voicing percentage, which is part of the feature vector.
Experimental results of this HMM feature vector are given
in section 5. Section 6 concludes this work.

2. HMM-BASED PLC

2.1 Overview

The HMM-based PLC presented first in [9] is directly linked
to the vocoder. It assumes that coded frames already include
relevant parameters such as spectral envelope, pitch, energy
and degree of voicing. Thus, the HMM-based PLC has to
produce an estimation of these parameters before signal syn-
thesis by the decoder. As a main difference, in the present
paper, we propose to introduce a PLC which is independent
of the vocoder and can be used in any coding-decoding sys-
tem, without any a priori on the vocoder. Therefore, PLC has
to be applied on the decoded speech, after signal synthesis.
Moreover, when any PLC is introduced, a choice has to be
done:

• either PLC is applied on all received packets, leading to a
continuous recovering of the speech without any discon-
tinuity. However, in a perfect packet transmission case,
PLC introduces some errors on the reconstructed speech,

• or PLC is applied only on lost packets. This avoids recon-
struction errors when the transmission is achieved with-
out any packet loss. However, the produced speech may
present some discontinuities which have to be smoothed.

In our work, we choose the second option, leading to the
scheme illustrated in Fig. 1. All received frames are ana-
lyzed in order to estimate a pre-defined feature vector. When
there is a packet loss, the estimation of the missing vector is
done through a HMM. In VoIP context, it can be assumed
that when considering lost packets, at least one packet cor-
responding to the speech part located after the missing one
is known. This hypothesis has already been done in [13, 9].
Therefore, the estimated vector provided by the HMM takes
into account the analysis of frames located before and after
the missing speech part. Then this estimated vector, or any
related one, is the input of a speech synthesizer. Thanks to
the “overlap/add” block, the produced estimated speech is
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smoothed in order to reduce discontinuities.

Analysis Overlap/Add

Synthesis
Estimation/

Prediction

Signal

Concealed frame

Estimated feature vector

Feature vector

Computed only i f  frame erasure

Computed on each recieved frame

Figure 1: HMM-based PLC architecture

2.2 HMM estimation

For each received frame at time t, a feature vector φt is com-
puted. This feature vector is composed of relevant parame-
ters which will be detailed in the next section. When some
packet loss occurs, let us note L the number of missing pack-
ets and J > 1 the number of received packets corresponding
to speech part located after the missing part. Then, the miss-
ing feature vectors φt+k,k = 0, ...,L− 1 are estimated, like
in [13]

φ̂t+k =
P

∑
n=1

wnµn (1)

where P is the number of HMM states, µn the mean of the nth

HMM state, and the weight wn is the following conditional
probability:

wn = Pr
(

st+k = n|φ t−1
1 ,φ t+L+J−1

t+L

)

(2)

with st+k denoting the random variable representing the state

at time t + k and φ
j

i the known feature vector from time i to
time j.

3. FEATURE VECTOR

In order to avoid discontinuities in the reconstructed speech,
the proposed HMM has to be independent of any binary
voiced / unvoiced consideration. Therefore, the feature vec-
tor proposed should provide a continuous description of the
speech signal. Thus we choose a signal representation in-
cluding the following characteristics:

• A power indicator: the power of the t th frame Pt is com-
puted relatively to the mean variance of the previous
frames:

Pt =
et

1
t ∑t

j=1 e j

(3)

with et = ∑W
i=1 xt(i)

2 the energy of the current frame, W

the frame size and xt(i) the ith sample of the frame num-
ber t.

• A spectrum description: we describe speech spectral in-
formation by 10 Linear Predictive Cepstral Coefficients

(LPCC) found by fitting a tenth-order auto-regressive
(AR) model to the received speech frames.

• A voicing metric: even if we choose to not distinguish
voiced from unvoiced frames, the feature vector has to
include some information about the voicing nature of the
frame. This voicing indicator has to be “continuous” and
not binary to maintain the continuity of the HMM. There-
fore, we propose to introduce a parameter defined as the
voicing percentage. The next section gives a description
and a validation of this new parameter.

4. VOICING PERCENTAGE

4.1 Definition

Voicing percentage v% is defined as the ratio between the
“voicing power” and the overall power of the analyzed
speech frame. Voicing power is estimated as the power of the
signal frame minus the power of its noise part. To evaluate
the spectral part of the noise in the power spectrum density
(PSD), we propose to estimate the basis line of the PSD S( f )
using a one dimension median filter applied directly on the
PSD. The integral of this quantity leads to an estimation of
the noise power. The voicing percentage is thus defined as

v% =

∫ 0.5
0

(

S( f̃ )−median[S]( f̃ )
)

d f̃
∫ 0.5

0 S( f̃ )d f̃
(4)

where median[S]( f̃ ) denotes the output of a median filter ap-
plied to the PSD. Figure 2 illustrates this voicing percentage
computation on a voiced frame (a) and an unvoiced one (b).
The solid line represents the output of the median filter, while
the integral of the solid part of the PSD minus the hatching
part corresponds to the numerator of (4). Figure 3 sums up
the voicing percentage algorithm.

4.2 Voicing percentage evaluation

To measure the impact of the voicing percentage on hidden
Markov processes, we study it in a classical speech recogni-
tion system, more precisely in an acoustic-phonetic decoder.
The idea is to see if the introduction of such a parameter
in the system will bring or not an improvement of perfor-
mances.

4.2.1 Baseline decoder

In a first step, a reference acoustic decoder is implemented.
This baseline decoder is based on the classical HMM frame-
work. As we use the French corpus BREF80 [7], 35 phones
are defined as in [2]. Each phone is modelled with a 3-state-
HMM and the observation statistics is assumed to be a Gaus-
sian Mixture Model with thirty-two components. For train-
ing, an automatic labelling of the corpus is used [8]. Train
and test corpus are described in table 1. Note that no pho-
netic grammar is introduced.

The HMM uses a 26 component feature vector which in-
cludes 12 linear predictive cepstral coefficients, energy and
their first order derivative (deltas) like in [12]. A cepstral
substraction is performed.

Performances of this decoder which will be related to as a
reference one (see table 2) are similar to state of art ones [2].
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Figure 2: Examples of voicing percentage estimation

Part Subpart Length

Train male 4:33:12
female 5:41:45
total 10:14:57

Test male 0:27:46
female 0:29:58
total 0:57:44

Table 1: BREF80 Corpus

4.2.2 Impact of the voicing percentage

In a second step, in order to assess the interest of the voic-
ing percentage defined in (4) in a HMM system, it has
been added to the feature vector of the above implemented
acoustic-phonetic decoder. Thus the feature vector includes
now linear predictive cepstral coefficients with cepstral sub-
straction, energy, deltas and voicing percentage.

The learning process is similar to the one of the baseline
system.

Introducing the voicing percentage into the feature vector
increases the performances of the phonetic recognition: the

Figure 3: Voicing percentage algorithm

accuracy is about 60.4% while the phone correct rate (PCR)
is around 68.4%. These results show the compatibility be-
tween non-homogeneous observations and reinforce the use
of the voicing percentage in an hidden Markov model.

Model Accuracy PCR

Baseline decoder
LPCEPSTRA E D Z

59.92% 67.92%

Proposed decoder
LPCEPSTRA E D Z + V%

60.39% 68.42%

Table 2: Phonetic speech recognition rates

5. EVALUATION - RESULTS

In order to evaluate the interest of the proposed HMM-based
predictor as a PLC, two approaches are used.

First, a comparison between the real feature vectors

φt+k,k = 0, ...,L−1 and their corresponding prediction φ̂t+k

is presented. This comparison is made in terms of euclidian
distance which is known to be relevant for LPCC [12].

Second, since the final product of a PLC is to reconstruct
speech when packets are missing, one has to evaluate the
quality of the reconstructed speech when using such a pre-
dictor.

For these two approaches, speech signals are extracted
from OGI Multilingual Telephonic Speech (OGI MLTS) cor-
pus [10]. Each packet represents 10ms of speech signal sam-
pled at 8kHz. Random loss of L packets (L ≤ 10) is per-
formed. Due to VoIP architecture, t − 1 packets before the
missing part and J packets after the missing part are assumed
to be available. The proposed HMM uses 256 states with
one probability density function per state. It was initialized
and trained on the English part OGI Multilingual Telephonic
Speech corpus using the HTK toolbox.
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In this case L = 4 and J = 3. In dotted line ’x’ markers the parameter without loss and in solid line ’o’ markers, the
estimated parameter in case of packet loss

Figure 4: Estimated vector in a case of a frame loss

5.1 Prediction evaluation

In case of packet loss, the feature vector is predicted using
equation (1). Figure 4 presents the evolution of both real
vector components (dotted line with o) and their correspond-
ing prediction (solid line with x). During this packet loss, the
euclidian distance on LPCC varies from 0.79 to 5.61 which
corresponds to acceptable values.

However, it is more valuable to measure directly the qual-
ity of the reconstructed speech rather than any distance on
any predicted parameter vector. Therefore, in a second step,
we introduce a speech synthesizer in order to evaluate speech
quality during packet loss.

5.2 Implementation - Speech synthesizer

To assess the quality of the estimated vector, our estimator is
coupled with a simple speech synthesizer. The idea here is
not to focus on a synthesizer problem but rather to use a well-
known classical speech synthesizer [4]. Since the estimated

vector φ̂t+k is based on linear prediction, the use of a linear
predictive synthesizer is well-suited. Therefore, the synthe-
sizer used to evaluate speech quality in our study is based on
AR coefficients and is presented in Fig. 5.

A 10th order linear filter is matched to the last received
frame and used to extract the linear predictive residual sig-
nal from the previous frame. This signal is periodized using
the pitch of the previous frame. This periodic excitation sig-
nal is then filtered through a synthesis filter using the esti-
mated vector produced by the HMM-based estimator as co-
efficients.

The evaluation of the quality of estimated speech is done
with the Perceptual Evaluation of Speech Quality (PESQ) [6]
indicator. Table 3 shows PESQ score of the proposed algo-
rithm compared to the PESQ scores obtained with silence
insertion PLC or with frame periodization (G711). Losses
are generated using a Bellcore model [14, 1] developped by
the International Union of Telecommunication.

Figure 5: Synthesizer architecture

Corpus Loss rate Silence G711 HMM
insertion Appendix 1

OGI MLTS 1 % 3.84 4.07 3.87
5 % 2.86 3.38 2.91

10 % 2.24 2.92 2.30

Table 3: PESQ Score

In a loss rate context of 1 to 10%, which corresponds
to classical values, the proposed PLC leads to a quality be-
tween the silence insertion and G711. However these results
are promising since such a HMM-based PLC provides fea-
ture vectors of interest which is not the case of the two other
considered PLC. These vectors can be used for other simul-
taneous applications such as speech recognition.
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6. CONCLUSION

In this paper we have presented a packet loss concealment
based on one hidden Markov model which does not distin-
guish voiced frame from unvoiced frame by relying on a con-
tinuous feature vector. Moreover, this PLC is independent of
the speech coder/decoder since it is applied directly on the
speech signal.

Promising results shown by this global continuous hid-
den Markov model stimulates the use of continuous feature
vector combined with HMM in the area of estimation. Per-
formances should be compared with [13]. Inner model pa-
rameters such as forward or backward variables might be
used by external components to perform online speech recog-
nition.

Further work will investigate the impact of the feature
vector choice in term prediction/estimation errors. The influ-
ence of the HMM structure will also be studied.
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