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ABSTRACT

Acquiring real-time 3D images poses many challenges.

Many 3D-imaging systems are based on estimating the time-

of-flight (TOF) of photons between an emitter and a receiver,

which in turn is based on transmitting a pseudo-noise opti-

cal signal and correlation measurements. The precision of =
such measurements is limited by photon shot noise. In this (S
paper, we develop a maximume-likelihood estimator for the

TOF (and thus for the range) that takes into account the Pois- 0 =
son distribution of the detected photons. The proposed esti T
mator is shown to give better range estimates than a standard
estimator that is used in current systems. The improversenti o 2 4 6 8 10 12 14
particularly significant when the period of the pseudo-aois t/T
sequence-based modulation signal is short.

Figure 2: An example of a m-sequence of 15 chips.
1. INTRODUCTION

The time-of-flight (TOF) principle is a major technique, dse . . . ) Lo
by several systems [1, 2], for real-time optical acquisios | "€ modulation signal(t) is defined in this paper as:
range images. This principle is depicted in Figure 1.
An emitter sends an optical signét), which is reflected by X(t) =T -m(t) 2)
the target and travels back to a receiver. From the roupd-tri
delayT, the range can be computed according to
wherel is the optical peak-to-peak power amat) be-

R= ¢t (1) longs to a specific class of pseudo-noise (PN) sequences: the
2 maximum-length sequences or m-sequences.
The m-sequences are generated by linear-feedback shift reg
isters with irreducible polynomials [4]. Following the cem
mon terminology used in communication systems, each bit of
the m-sequence is referred now as a chip. Each m-sequence
has two versions: the unipolar version where the chips can

wherec is the speed of light.

take the value 0 or 1 and the bipolar one where the O’s of
the unipolar version are converted intd.. Figure 2 shows
- one period of a m-sequence of 15 chips, whEiis the chip
duration.
In this paper, we will study the use of the maximum likeli-
R hood (ML) estimation of the TOF (and thus B based on

a PN-modulated optical signal. The influence of the back-
Figure 1: General scheme of a 3D-TOF optical system. Aground (BG) light and of certain non-idealities at the reeei
transmitter sends an optical signdl). The receiver detects level are also considered. Even by taking into account these
the optical signay(t). The latter is processed for extracting non-idealities, a manageable form of the maximum likeli-
the TOF. hood estimator (MLE) can still be achieved . We then assess

the performance of the MLE and compare it to the standard
In this paper, we use the continuous-wave version of thenethod defined in [5].
TOF: the intensity of the optical signal is continuously mod The paper is structured as follows: section 2 presents the sy
ulated and the phase shift between the emitted signal and tiem model. In section 3, the range estimators are described
detected one is exploited to compute the TOF [3]. before being compared in terms of performance in section 4.
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p wherepsa and s, correspond to the mean values. If we set
% Sref(t —a) Y. Tint to one period of the m-sequences, the mean values can
52 be expressed as [5]:

y(t) Int1 # Ca -
—17] - 2ev, = E|Z. [ ). 1FSet=2) o
%,2 Yea Hsa [Ysa] e 0/ y(t) >
{&(2—%) fla-t/<T

& otherwise

Figure 3: In-pixel demodulation process of the detected op-
tical signal. The pixel output, results from the difference
between the two integrators outputs.

and
2. SYSTEM MODEL 72 ™ 1_s. ti_a

This section describes the system model specifications. e " 2

2.1 ldeal receiver & B if a—1|<T

For an ideal system, the received signal can be expressed as: - & otherwise )

yt)Za-xt—t)=a-F-mt—r1) (3) . . .
_ . whereéy is defined as the mean power generated by the sig-

wherea is the attenuation factor due to the free-space l0sg3| component:

effect [6].

This optical signal can be seen as a stream of photons. By as- T
suming an efficient optoelectronic light source [7], the pho a z
ton detection can be modeled as a collection of independent x=E Z—e/Y(t) dt| =E % / a-xt—r7)dt
events. The counting process of these photons follows a Pois 0 0

son distribution [8].

A certain amount of electrons are generated then by the phd&sually, several periods of the optical signal are integyfat
toelectric receiver. The number of these photo-electrtsts a order to increase the signal-to-noise ratio [8].

follows a Poisson distribution. This effect is known as shotThe difference between the charge packets, and Ysa,
noise, which is the ultimate physical limitation of optisgs-  gives us the pixel outp@,. The latter is also a random vari-

int Tint

tems[1, 8]. able with the following mean value:
We defineK as the random variable that represents the num-
ber of generated photo-electrons during the integratioe ti a2 E[Ca] = Usa— Usa
Tint- The probability distribution oK follows a Poisson law: T,
e HK . (L)X = E —-/ t) - Sef(t —a) dt 6
P(K _ k|T|nt) _ k'(IJK) (k€ N) e J y( ) S'ef( ) ( )
whereL is the expected value & for an integration time Tl i a g <
i _ {2&(1 T ) fla-t/<T
In this paper, we use the SwissRande(SR) camera as a 0 otherwise

3D-TOF system [9]. The camera emits the light in the near-

infrared range. When the light travels back to the camera, iFor an ideal system, only the shot noise determines the per-
is demodulated through an array of pixels. Figure 3 depictformance limitations. In practice, additional non-idéat

the in-pixel demodulation process [5]. also have an impact on the performance.

The received optical signa(t) is converted into an electron

currentaccording to the pixel optical responsivify{8]. The 55 Non-idealities

division by the elementary charge valeigives us the corre-

sponding number of generated photo-electrons. The latter aTwo non-idealities are discussed in this section: the Bétlig
accumulated on one of two integrator nodes determined by @nd the demodulation contrast.

switch, which is controlled by the reference siggal(t —a).

The variablea represents a specific time-shift. The reference2.2.1 Background light

signal is the bipolar version ofi(t). When its value is 1 (resp
—1), the electrons flow to the integrator Int 1 (resp. Int 2).
By accumulating the charges durifig; seconds, the integra-
tor nodes act as electrons counters. Due to the shot noise
fect, the integrator outputs, referred hereafter as chzaglk-
ets, are Poisson distributed:

In some cases, additional light sources are emitting in the

vicinity of the camera. They produce an extra amount of

tical power received by the camera. If we denote this ad-
itional optical power by g, equation (3) becomes:

_ yt)=oa-T-mit—1)+Tpgs
Ysa -« Poissofiusa)
Ysa -« Poissofiusa) We assume a constangc during the integration time.
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2.2.2 Demodulation contrast

During the demodulation process, errors can occur because 1
some generated photo-electrons might flow to the wrong in-

tegrator node due to a non-ideal switch. These errors can be
estimated by a parameter called the demodulation contrast

cy. The latter is included in the intervéd; 1] and indicates SIS
the inherent pixel demodulation quality. The closer theigal ~
Cq is to 1, the more the demodulation process becomes reli-

able [10].
By taking into account the BG light and the demodulation 0
contrast, we can rewrite equations (4), (5) and (7) as [5]: ‘
-2 -1 0 1 2
o & (1 ca—ca®F) + oo T if a7/ < T i
> &+ EpG - hncd otherwise Figure 4: Pixel outputs behavior in a noise-free channel.

S5

o= (1ot e ™) o T i fa | < T
) Gt Sae- =% otherwise samples, we derived the formulas for the normalized TOF
" and the corresponding range [5]:

and

P
p (250 (1)t B i a i <T CET Gt Cr
: éagg-z—rc;’ otherwise and

R= - 11

wheren is the sequence length a@e is defined as the Fiax- TLce (1)

mean power generated by the BG light: 3.2 Maximum likelihood range estimator

(% According to the previous section, two correlation values a
ssc=E {Z—ersefﬁm] (9)  needed by the LCE for computing the range. Each correla-

tion value is a difference between two charge packets. Thus,

The next section shows how the TOF and hence the renge'Ve collect in total four charge packetSso, Yso, Yst and
are computed. Ys7. The latter are statistically independent and Poisson dis-

tributed, which means that their joint probability distriton
3. RANGE ESTIMATORS (JPD) can be written as:
In this section, we first describe the linear correlation-est fo = |‘| P(Yij = Vijltij)
i

mator (LCE), which is currently implemented, and we then
derive the maximum-likelihood range estimator. — 5 i
el

3.1 Linear correlation estimator = T “(Ni,J i (12)
Based on equation (6), it is obvious that the pixel output is b !

a correlation betweeg(t) andsef(t —a). By setting suc-
cessivelya to two different values: 0 and@ and assuming
|t| < T, we obtain two correlation samples (i.e. pixel ou
puts),Co andCr, with the following mean values:

wherei € {s,s} andj € {0, T}.

t_The variabled denotes the vector that contains the unknown
parameters of the JPD. In our case, the veédras four
unknown components:

~ , PBG
pr £ Ha L= 28xCq (f+ pBTG) According to the ML principle [11], we want to maximize
& equation (12) with respect t6. In other words, we must
whereT = 1/T andpgs = &sc/éx- find the particular value of, denoted by8, that fulfills the

Figure 4 shows the behavior 6 andCr according to the following equation system:
TOF value for a noise-free channel (i€ = Lo, Cr = ur,

cq = 1 andépgg = 0). O(fg)
Based on this figure and equations (10), we can notice that AT (D(fg))z <
the more the TOF increases, the m&gincreases an@r 6
decreases. When the TOF is larger tigrone or both sam-
ples are equal to 0 and the range can no longer be comput

0 13
0 (13)

herez € R*, T is the transpose operatéi,is the differen-

Hence, the maximum TOF value, which can be detected, j4a operator and the Laplacian operator.

equal toT, which gives us a maximum detectable range ofT he first equation means thétis an extremum offs (the
Rwmax =CT/2. gradient vanishes &). The second equation ensures that
From these restrictions and the behavior of the correlatiothis extremum is a maximum (The Hessian matrix evaluated
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Figure 5: Behavior of the comparison parametan a basic  Figure 6: Behavior of the comparison parametén a BG
channel. The mean powe} and the sequence lengthdo  light channel. Case 1: we test different valuepgé but we
not have any impact oa. keep the sequence length constant(127 chips).

at 8 is negative definite) [12]. The sought TOF corresponds
to the fourth component @ .

Since no explicit solution is obtained for the TOF when we
solve the equation system (13), we repeated the computa-
tions assuming a demodulation contrestequal to 1. This
strong assumption relies on the recent progress in the eamer
technology, which tend to increase the demodulation gualit
Based on this assumption, an explicit solution is found for
the normalized TOF:

o n—127

o n=>511

+ n=2047
- ==n= 32767

€ [%]
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Y51 (Ys0 — Ys0) + Ys1(Ys0+ 3Ys0)

2(n(YsoYsT — YsoYs0) + (Yso+ Ys0) (YsT + Y571))

+ Figure 7. Behavior of the comparison parameteén a BG
light channel. Case 2: we keep the BG light ratio constant

The range is computed by substitutifige in (11) by TmLe. (Pec = 1) but we test different values of

4. COMPARISON The MLE offers a better accuracy than the LCE over

In order to evaluate the performance of both range estirnatorthe whole range interval. The improvement depends on

we estimate the root mean squared error (RMSE): the range, with a maximum gain of approximately 14%,
achieved at a range of 375cm. These results are independent

RMSE= +/E[(R— Ry)?] on the sequence lengthand the mean powe,.

whereR is the computed range aiiR} is the true one. 4.2 Background light channel
From the RMSE, we define the following comparison paramin this channel, a certain amount of BG light is added to the

eter: system but we assume a perfect demodulation process, i.e.
_ RMSE ce — RMSEuLe (14) G = 1. In the following example, the BG light ratjoss is
RMSE ce set to different values and the sequence length is fixed to 127
chips.

Ir]; gr E':S(r%cgs't“l’:sg)eas&u?;geiﬂ\éi)}ALngaEns\,\}gaefSi?nem'\fﬂelaE ISFigure 6 shows that the MLE is globally more accurate than
three char?ﬁeIS' the basic channel, the BG light channel arfj€ LCE- The improvementis even more important when the
) f G light increases in the system. It means that the MLE is

Ehe demodulation contrast channel. For all simulations pe more resistant to the BG light effect than the LCE. For a BG
ormed, the chip duratio is set to 50ns, which leads to a ligh : f20 in of up to 90% b hieved
maximum distanc&qey of 750cm. ight ratio pg of 20, a gain of up to 6 can be achieved.

ax However, for a small range interval around 375cm, the LCE
41 Basic channe is more accurate and can offer a ggin of up to 30%.

' Another test was performed for different sequence lengths
In this channel, there is no BG light (i@c = 0) and the and the BG light ratigogg set to 1. The results are displayed
demodulation process is perfect (i.eq = 1). The range in Figure 7. We can see that as the sequence length increases
accuracy is only limited by the shot noise effect. Figure Sthen the difference between the estimator decreases. én oth
depicts the behavior af according to the range and for three words, for long sequences, the two estimators offer the same
different values of. performance.
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inated by the shot noise, the MLE can offer a maximum gain
accuracy of 14% over the LCE. The MLE is also adapted to
take into account the nonidealities present in a real system
For BG light channels, the MLE provides gains of up to 90%.
However, when the demodulation process is not perfect, the
MLE is worst than the LCE. The reason is due to a bias intro-
duced in the range formula. The bias effect tends to be atten-
uated with recent technological progress. All these imgrov
ments are clearly visible when short length m-sequences are
used. These results show us that the MLE gives an improve-

300 400, 500 600

R [cm]

160 260 700

Figure 8: Behavior of the comparison parameten a de-
modulation contrast channel. Case 1: we test differene&lu
of cg but we keep the sequence length constart (27).

ment over the LCE and an implementation of the MLE in a
real camera system can be considered.
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Figure 9: Behavior of the comparison parameten a de-  [4]
modulation contrast channel. Case 2: we keep the demodu-
lation contrast constant{ = 0.5) but we test different values
of n.

(5]

4.3 Demodulation contrast channel
In this channel, there is no BG light (i.agg = 0), but the
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