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ABSTRACT detected channel symbols using metric based on correlation

In this paper we propose a scheme for blind time-periodvith soft values of the channel symbols, after which the off-
synchronization of Low-Density Parity-Check Convolutibn set position is chosen based on the value of the metric.
Codes (LDPC CC) over the AWGN channel. Reliable time-  on the other hand, time-period synchronization for
period synchronization for LDPC CC coded transmission i3 ppC CC codes is similar in nature to the blind (or pilotless)
a requirement for successful decoding at the receiving engrame synchronization of block-coded data. Blind frame-syn
The proposed scheme exploits parity-check constraints inshronization refers to the frame synchronization of coded
corporated into LDPC CC coded stream, and variants basgstems where code redundancy is used in finding the start
both on the hard and soft-detected symbols are presentegk the frame/codeword. With the introduction of capacity-
We show that time-period synchronization can be acquiredchjeving iteratively decodable codes, such as LDPC codes,
during the time-frame of one LDPC CC time period, whichp|ind frame synchronization has gained an increased atten-
is considerably faster and less complex when comparegon recently [6]-[10]. In [6], the metric used to discrinite
to the block LDPC coded transmission of similar perfor-the peginning of the LDPC coded frame among the candi-
mance. Additionally, by appending the time-period synehro gate positions is the mean of the absolute values of variable
nization preprocessors, we effectively incorporate theeti  node Log-Likelihood Ratios (LLRs), which are outputs of
period synchronization into the iterative LDPC CC decodekhe sum-product algorithm after a single iteration. Altgbu
“pipeline” structure. Our simulation study demonstratesfl  the results obtained this way are good, the procedure ilycost
ibility and excellent performance of the proposed scheme. i, terms of the number of required operations. A simpli-
fied approach to frame synchronization is to use the metric
1. INTRODUCTION based on constraints (check nodes). In [7][8], a simple-hard

A rate b/c LDPC convolutional code (LDPC CC) encoder decision detection of the beginning of the frame is employed
outputs a block ot channel symbols for every input block N LDPC coded transmission. For every bit position in the
of b information symbols. The output block consists of in- ime-frame of one whole codeword, the syndrome is formed
formation and parity symbols, where parity symbols are deYSing hard values of the received bits. The output of the al-
rived using information symbols from current and previousd®rithm is the position for which the syndrome contains the
M blocks. Both encoding and decoding of LDPC CC arefargest number of satisfied constraints. In [9], both hard-
performed using syndrome-former matii (transpose of decision and soft-decision detection algorithms were ana-
the parity-check matrix), which is infinite but has a pereodi lyzed. While the hard-decision variant is essentially taesa
structure. In order to perform successful decoding of the re2S in [8], the soft-decision variant is based on the softesi
ceived LDPC CC coded stream, the decoder should be tinfdf the check node LLRs. The output of the soft-decision al-
aligned with the periods of the syndrome-former matrix, i.e gorithm is the_ position for which the sum of the LLRs of the
time-period synchronization is required on the receividgs ~ check nodes is largest.

Time-period synchronization for LDPC CC codes is ana-  In this paper, we propose a scheme for blind time-period
logues to node synchronization of conventional convolusynchronization for LDPC CC coded transmission over the
tional codes decoded by a Viterbi decoder, treated in [1]additive white Gaussian noise (AWGN) channel. Although
[5]. The node synchronization scheme presented in [1] fothe proposed approach is similar to the one used for LDPC
BPSK modulated rate /2 code uses hard values of the re-block codes [7]-[10], it clearly demonstrates the “synehro
ceived symbols and observes the syndrome. For the incorregization” advantages of LDPC CC codes. We show that the
offset, content of the syndrome is random, while for the cortime-period synchronization for LDPC CC codes, which is
rect offset, a syndrome mostly contains zeroes (some erroegjuivalent task as frame/codeword synchronization of LDPC
could occur due to the noise). The extension of these result®des, can be acquired during the time frame of one LDPC
to other code rates and modulation formats is given in [2]CC time period. It is faster and less complex as compared to
and [3]. A further upgrade of the syndrome based node syrthe block LDPC coded transmission of similar performance.
chronization is given in [4], where soft information is usedWe incorporate the time-period synchronization procedure
in order to improve the decision. Another approach is giveras the set of preprocessors preceding the iterative proces-
in [5], where decoding and subsequent re-encoding is pesors of the decoder’s “pipeline” structure. Simulation re-
formed for one of the two possible offset positions for ratesults demonstrate that a time-period synchronizationraehe
1/2 codes. The re-encoded stream is then compared to hasdsed on LDPC CC is a flexible and efficient solution.
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2. LDPC CONVOLUTIONAL CODES oreoe Reception Bufer
In this section, we review LDPC CC following their expo- | | Frame | | |
sition and the notation used in [11]. A rae=b/c binary
LDPC CC with syndrome-former memoM is defined us- Y L
ing its syndrome-former matrid ™ given by: wemoty [ _ __f Y T R [ [
LDPC CC Decoder
(0) (1) (M) Me bits oT bits cT bits iteration processors
HO Hl t Frame St [ Metric Galculation Window ————
HT — H §-0> Ht(Mfl) H (M) Position (length L time periods)

Current Window
Position

Figure 1: Time-period synchronization using LDPC CC
codes.

HT consists ofc x (¢ — b) binary submatricee{t(m), where

t=0,1,..., andm= 12, ...,M, which fill the “diagonal
stripe” of width equal tdM + 1 submatrices. Eaatix (c—b)
submatrixH{™ is of the form: 3. TIME-PERIOD SYNCHRONIZATION SCHEME

We assume that the binary rdtéc LDPC CC is employed in

tm t.m
hiy - hl,cfb coded transmission, where the symbols of the coded stream
H™ = | : . are BPSK modulated and sent over AWGN channel with zero
t'm t.m mean and variandsy/2 (Np is one-sided power spectral den-
hes Ne-b sity of the AWGN). We also assume that ideal bit synchro-

nization is achieved at the receiving end, where the redeive
The submatriceblt(m) of a time-varying LDPC CC differ for ~ data is stored in the reception buffer (Fig. 1). As described
different time instants. WhenH™ = H™ for anyt andm, Section 2, LDPC CC are time periodic and.thelr graph struc-
the LDPC CC is periodic with E)erioﬂ. tT ture repeats everic—b)T check nodesdT bit nodes).
The syndrome-former matridT defines the correspond- The aim of the time-period synchronization is to align

ing LDPC CC t of all ded d gdhe decoder with the periodicity of the LDPC CC. Without
g asasetof all encoded sequences (codewor rZIiabIe synchronization with the LDPC CC coded stream,

X009 = [X0: X1, -+ X, -], (1) the receiver cannot successfuly apply the iterative degpdi
' procedure. As LDPC CC codewords are usually set to be
whole number of the time periods (multiple ©f bits), the
time-period synchronization may be considered equivatent
the frame synchronization for LDPC CC coded transmission.
To achieve time-period synchronization, the receiver uses
a simplified and suboptimal hypothesis testing algorithm.
Starting from each position within the firsT symbols of
the reception buffer, the receiver examines the block con-
taining L subblocks ofcT consecutive received bits (met-
3) ric calculation window, Fig. 1), taking into account the
memory preamble of lengtMc bits. For thepu-th shift
e ), - _ _ of the metric calculation window, its content is denoted as
whereu = [, ™ ,..., '] is ab-bit sequence. The input y, (1) = (Yu,Yu+1,---,YicT+u—1). The received bits in the
information sequence is of arbitrary length, which is impor metric calculation window are used to test the hypothesis
tant flexibility offered by LDPC CC codes when applied to that the window is aligned with the setbtonsecutive time-
variable length frame transmission. After transmissioarov periods of LDPC CC and for each positigna metric related
a noisy communication channel, the LDPC CC codeword iso the probability of the hypothesis is calculated. The met-

wherex = [x",x?,...,x%], such that they satisfy the fol-
lowing parity-check equation:

XpowH' =0. 2)

The LDPC CC codeword ., is obtained after LDPC CC
encoding of the input information sequence:

Uj0,00] = [uo,ul,...,ut,...],

transformed into the received sequence: ric is based on the parity-check constraints that the redeiv
bits within the block should satisfy if the metric calcuati
Yo = Yo Y1s- -+ Yoo -5 (4)  window is aligned withL consecutive time-periods. The al-
gorithm outputs the positiofi which results in the largest
wherey, = [y{¥.y1?. ... .y\9]. The received Sequeng® ., metric. In Fig. 1, the “memory preamble” is shown only
is passed to the iterative LDPC CC decoder. for the first subblock, for the sake of figure clarity (memory

The “diagonal stripe” structure of the LDPC CC parity- preambles of the following subblocks overlap with the pre-
check matrices introduces additional, temporal, dimenisio  €ding subblocks).
their code (Tanner) graph. In this representation, each sy - .
bol or check node in the code graph is connected to its neig .1 Hard-Decision Detection
bors which are in the neighborhood of maximwhtime  The hard-decision detection algorithm uses the hard-gsalue
instants away. This enables application of the “pipelined’of the received bits for the metric calculation. For every
iterative Belief-Propagation (BP) decoder that considts oexamined block the number of satisfied parity-check con-
a sequence of consecutive “iteration processors” sliding straints is calculated. The output of the algorithm is theipo
along the code graph structure. The details on the LDP@on for which the number of satisfied constraints is largest
CC pipeline decoder can be found in [11]. As shown in Section 2, there atgéc — b)T parity checks
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in L periods of the LDPC CC code. Denoting @éu) the
indicator function that theth check applied to thg-th shift
of metric calculation window is satisfied, the metric is:

(c—b)T
Ch(m) = Zl Ci(H). (5)

The output of the algorithm is:

Due to monotonicity ofn function, a simplified version of
the soft-decision metric can be obtained as:

Z M tanhi(yk“‘) .
Sl kex(i) 2

Furthermore, due to monotonicity tdnhfunction, the met-
ric can be further simplified as:

Cs(u) ~ (13)

) L(c-b)T L(c—b)T
fr=arg Syfggg_ch (M) = arg_max 2 Ci(H). (6) Cs(l) ~ izl I(€|;|(_)tanhLLFe(ykﬂ,). (14)
- = i
The exact analysis of the above rule is complicated duge-: Aapiai ; .
to the dependencies between the parity-checks. However,‘fiziJ nally, the output of the soft-decision algorithm is:
an interleaver is used (as in [8] and [9] for LDPC block code fi=arg max Cs(u)=
case), it can be assumed that the parity-checks are randomly 0<u<cT—1
satisfied/unsatisfied for the incorrect offget In this case, L(c—b)T (15)
the above sum behaves as a binomial random variable whose  — 3rg max tanhLLR )
mean and variance a2 andH <21 respectively. For ocpidt 1 i; k(i) W)

the correct offset position, an important phenomenon con-

firmed by the simulation results is that by increasing SNR, As stated before, due to the structure of LDPC CC, the

the expected number of satisfied parity-checks increases, bparity-check constraints in one LDPC CC time period de-

its variance increases as well, due to the dependencies hgend on the codeword bits in the same time period, as well as

tween the parity-checks.

3.2 Soft-Decision Detection

on theMc previous codeword bits, wheh is the LDPC CC
memory. Therefore, in order to calculate the (hard or soft)
values of parity-check constraints in eachLaubblocks of

In this case soft values of the received bits are used for cajl® metric calculation window, théc bits prior to each sub-
culating the probability that the current window positien i Plock are needed. For positiops< Mc of the metric cal-
aligned withL consecutive LDPC CC time-periods. This culation window, the missing/c — u bits of the memory

probability is computed as the probability that all the cor-

responding parity-checks are satisfied:

CS(“) = P(Cl(u) =1Vvie {la . '7L(C_ b)T}|YL(H)) (7

preamble are padded with zeroes, as in LDPC CC decoding
scheme.

The time-period synchronization metric calculation win-
dow can be effectively incorporated into the structure ef th
iterative “pipeline” decoder for LDPC CC. It can be seen as

Again, due to the parity-check inter-dependences, thehe set of simple synchronization preprocessors that geece
above probability is analytically intractable. If we assim the iterative LDPC CC decoder iteration processors (Fig.

that the parity-checks are independent, we obtain:

(c—b)T
Cs(u) ~ [l P(ci(k) = 1]y, (1)) (8)

The probability that the cheak () is satisfied is:

14 Meexiy(1— 2
P(a () = Ly () = — X1 =20) g

whereX (i) is the set of all indices of channel input big
constrained by theth parity-check, angb, is:

Pty = POt = LYkyp)- (10)
It can be shown that:
LLR(Yit )
1+ Mkex i) tanh——3<#2
P(ci() = Iy (W) = ——Fo—F—. (1)

where, for the AWGN channeLLR(yx; ) = Zy';#. If we

take the logarithm of the right hand side of equation (8), an(i

make use of equation (11), we obtain:

Le-bT 74 nkex(i)tanhLLR()z/kw)

Cs(H) = i; In >

(12)
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1). Each synchronization preprocessor contains the parity
checks of one LDPC CC time period. In the particularly im-
portant case of the LDPC CC code design, where the size of
LDPC CC code memory is aligned with its time period, i.e.,

T = M + 1, the synchronization preprocessors and the itera-
tive decoder processors all represent subblocks of the same
size, equatT = (M + 1)c bits.

4. SIMULATION RESULTS

To evaluate the LDPC CC time-period synchronization
scheme we perform simulations and present Synchronization
Error Rate (SER) results. We use ratIregular LDPC
CC, introduced by Feltstrom and Zigangirov in [11]. The pa-
rameters of these codes gdM,J = 3(2),K =5),b=1, and

¢ =2, whereJ andK are symbol and check node degree, re-
spectively. The LDPC CC memory is setNb= 129 257 and
513, and the corresponding time period is equal toM — 1.

A random interleaver of length equal to one LDPC CC code
period (i.e.cT bits) is used.

We assume transmission of a randomly generated coded
tream over an AWGN channel. At the receiver side, noisy
it values are stored in the reception buffer. The timeeukeri
borders are not aligned with the beginning of the buffer, i.e
the first “time-period start” is at thgs-th bit position of the
buffer. For the time-period start positiq, we assume that
the following holds: 1< us < cT (Fig. 1).
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Figure 2: BER performance of LDPC CC for different mem- Figure 3: SER performance of LDPC CC for different mem-
ory lengths and = 50 iterations of iterative BP decoder. ory lengths and Metric Calculation Window size equal to
L =1 orL = 2 using hard-decision detection.

The task of the time-period synchronization scheme is tc
provide an estimat@ of the correct time-period start posi-
tion us. The SER performance of the scheme is estimate
using the Monte Carlo method, where the time-period star 107}
estimation is repeated until a maximum number of 100 error
(i.e., incorrect time-period alignments) is encountetadhe
following, we provide the simulation results of the LDPC CC  ©}
coded transmission for both hard and soft-detection schkemeg

The SER performance of the proposed scheme should t
compared to the error-correcting bit error rate (BER) perfo g
mance of the LDPC CC code, as the synchronization schen
should not compromise the error-correcting capabilities 0 4|
the LDPC CC code. If we denote 1By the BER when ideal
time-period synchronization is achieved, Bythe probabil-
ity of time-period synchronization error (SER) and By, 1078 = - =

the total BER, the following holds: Eb/No(dE)

Pro=(1— Ps)PnJr%S —B Ps(% _R)~ R+ Ps (16) Figure 4: SER performance of LDPC CC for fixed memory

M = 129 and varying Metric Calculation Window size using

——BER (1=50)

25 3 3.5 4

. . _ . hard-decision detection.
where we assume that in the case of incorrect time-period

synch_ronizatio_n _the prpbability of bit error is/z_ _From

equation (16) it is obvious thes should be significantly  The metric calculation window of lengths= 1 andL = 2
lower thanR,, in order not to affect the error-correcting ca- | ppC CC time periods is applied. For= 1, the LDPC CC
pose of comparison, error correcting BER of raf@ Iregu- In Fig. 4, the SER performance of LDPC CC of mem-

lar (M,J = 3(2),K =5) LDPC CC code is presented in Fig. ; ; i

A ’ } y 129 is presented for varying length of the metric caleula
2 for different memory lengthdl = 129257 and 513. Itis  {jgn window. As expected, increasing the number of LDPC
important to note the LDPC CC BER performance depencc time periods contained in the metric calculation window
dance onM, unlike on the codeword length as for LDPC improves the SER. We observe that, foe= 5, SER perfor-

block codes. It is shown in [11] that LDPC CC codes 0f yance s sufficiently below the code error-correcting BER
modest memory lengthtd outperform block LDPC codes of ' (gjig line). The further increase indoes not affect the over-

very large code lengths, for the same graph structure paramy, BER, as indicated by equation (16). Also, by increasing

eters. L itis possible to outperform LDPC CC with memory length
. . ] - . 513 andL = 2 (Fig. 3), while at the same time the metric
4.1 Simulation Results: Hard-Decision Detection calculation complexity decreases: the LDPC CC scheme of
In this subsection, we give the simulated SER performance ahemory 129 and. = 5 (Fig. 4) uses 640 parity-checks and
selected LDPC CC codes, where the hard-decision detectidhe LDPC CC scheme of memory 513 ane- 2 uses 1024
algorithm that employs equation (6) is applied. parity-check. This important flexibility offered by LDPC CC
Fig. 3 presents the SER performance of thé J =  enables progressive improvement in SER performance by in-
3(2),K =5) LDPC CC. The LDPC CC memory (time pe- cluding additional time-periods (preprocessors) in the- sy
riod) is set to the values 12828), 257(256) and 513512).  tem, for the price of a gradual increase in complexity.
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4.2 Simulation Results; Soft-Decision Detection 10

In this subsection, the simulation results using the soft
decision detection algorithm of equation (15) are givegy. Fi
5 presents the simulated SER performance of the LDPC C
codes of memory 129 and the metric calculation window
lengthsL = 1 andL = 2. The performance improvement of
soft-decision algorithm, compared to the results obtaired
ing the hard-decision algorithm, is significant. Sufficlgnt
low SER performance with respect to error-correcting BEF
(given by solid line) is achieved already for= 2, as opposed
to theL = 5 for hard-decision detection (Fig. 4). However,
this performance improvement is obtained for the price of ¢
considerably higher metric calculation complexity.

If we denote the_average parity-check weight of the
LDPC CC code withD, the number of operations for the
hard-decision detection scheme is approximatdiyL(c —

10

100

-2

4| —e—L=1, HD

107

1

—e—L=2,HD
- 8- L=1,SD

- o- L=2,SD

i —— BER (I=50)

1

05 2
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b)(D — 1) modulo-2 additions andT comparisons, see equa- Figure 5: SER performance of LDPC CC of memory length
tions (5) and (6). For the soft-decision detection schente anM = 129 using hard and soft-decision detection algorithms.

if the look-up tables are used foanh function, there are
cT2L(c—b)D table look-ups¢T?L(c— b)(D — 1) real multi-
plications, approximatelgT2L(c — b) real additions andT
comparisons, see eqgns (14) and (15), which is a substantial
increase in comparison with the hard-decision detection. [2]
Finally, we compare the proposed scheme with the
schemes for blind frame synchronization for LDPC block
codes [7]-[10]. The LDPC CC time-period synchronization
scheme is able to acquire the time-period synchronization i[3]
the interval of the order of time-period of the LDPC CC,
while the block LDPC blind frame synchronization requires
interval of the order of the code length. It is well known
that the error-correcting performance of LDPC codes of &4]
given code length is outperformed by the LDPC CC of con-
siderably smaller memory and time-period lengths, affecti
both the time-period synchronization time and complexity.[5]
For example, if we compare the metric calculation complex-
ity by observing the number of parity-check constraints pro
cessed for different LDPC or LDPC CC frame synchroniza-
tion schemes: the LDPC CC scheme of memory 129 anb]
L =5 (Fig. 4) uses only 640 parity-checks; the LDPC CC
scheme of memory 513 ahd= 2 (Fig. 3) uses 1024 parity-
checks, and the (1944,972) LDPC scheme Wwith2 [7] uses
1944 parity-checks. Furthermore, the LDPC CC scheme o[f7]
memory 129 and. = 5 demonstrates better SER (FER) per-
formance than the (1944,972) LDPC scheme wWith 2 [7].

5. CONCLUSION
[8]

In this paper, a blind time-period synchronization scheone f
LDPC convolutional codes is presented. The time-period
synchronization acquisition using LDPC CC is shown to
achieve a satisfactory SER performance compared to tf{g]
BER performance of the code, while having low complexity
and short time-period acquisition time. Additionally, {hre-

posed scheme is flexible as it can easily accomodate variatifO]
length frames, and due to the fact that appending more time=-
period synchronization “preprocessors” in the metric galc
lation window, we can progressively improve the SER per-
formance of the scheme, while gradually increasing its com-
plexity. [11]

REFERENCES
[1] G. Lorden, R. J. McEliece, and L. Swanson, “Node

377

Synchronization for the Viterbi DecodedEEE Trans.
Comm.yol. 32, pp. 524-531, May 1984.

M. Moeneclay and P. Sanders, “Syndrome-based Viterbi
decoder node synchronization and out-of-lock detec-
tion,” in Proc. of GLOBECOM ’90paper 407.4, San
Diego, USA, 1990.

M. L. de Mateo, “Node Synchronization techniques for
any 1/n rate convolutional codeifi Proc. of ICC '91,
paper 52.1, Denver, USA, 1991.

J. Sodha and D. Tait, “Soft-decision syndrome based
node synchronization,Electron. Lett.,vol. 26, no.15,
July 1990.

U. Mengali, R. Pellizoni, and A. Spalvieri, “Soft-
decision Based Node Synchronization for Viterbi De-
coder,” IEEE Trans. Comm.yol. 43, pp. 2532-2539,
Sep. 1995.

W. Matsumoto, and H. Imai, “Blind Synchroniza-
tion with Enhanced Sum-Product Algorithm for Low-
Density Parity-Check Codesifi Proc. WPMC '02vol.

3, pp. 966-970, Honolulu, USA, 2002.

D. Lee, H. Kim, C. R. Jones, and J. D. Villasenor, “Pilot-
less Frame Synchronization via LDPC Code Constraint
Feedback,JTEEE Comm. Lettersyol. 11, pp. 683-685,
Aug. 2007.

D. Lee, H. Kim, C. R. Jones, and J. D. Villasenor, “Pilot-
less Frame Synchronization for LDPC-Coded Transmis-
sion Systems,IEEE Trans. Sign. Processingpl. 56,

pp. 2865-2874, July 2008.

R. Imad, S. Houcke, and C. Douillard, “Blind Frame
Synchronization on Gaussian Channéi,Proc. of EU-
SIPCO '07,Poznan, Poland, Sep. 2007.

J. Sun, and M. C. Valenti, “Optimum Frame Syn-
chronization for Preamble-less Packet Transmission of
Turbo-Codesin Proc. of the 38th Asilomar Confvol.

1, pp. 1126-1130, Pacific Ground, USA, 2004.

A. Jimenez-Felstrom, and K. Sh. Zigangirov, “Time-
Varying Periodic Convolutional Codes with Low-
Density Parity-Check MatriceslEEE Trans. on Inform.
Theory,vol.45, pp. 2181-2191, Sept. 1999.



