HRTF CUSTOMIZATION USING MULTIWAY ARRAY ANALYSIS

Martin Rothbucher, Marko Durkovic, Hao Shen and Klaus Diepold

Institute for Data Processing, Technische Universität München, 80290 München, Germany
email: {martin.rothbucher, durkovic, hao.shen, kldi}@tum.de

ABSTRACT

Recently, Head Related Transfer Function (HRTF) based techniques have been promising approaches for 3D sound synthesis. To ensure high quality of 3D sound synthesis, it requires to utilize personal HRTFs of the listener, which are usually obtained by a complicated and time consuming procedure. To personalize HRTFs, one possibility is to construct multiple linear regression models between anthropometric data and features of HRTFs.

Due to high dimensionality of HRTF datasets, it is inefficient to use the original set for the purpose of personalization. To avoid such inefficiency, Principal Component Analysis (PCA) has been proposed to reduce dimensionality of HRTF datasets before customization. Based on the fact that HRTF datasets can be considered as three way data arrays, in this paper we propose three multi-way array analysis methods for HRTF customization. Performance of these three methods is compared with PCA based approaches by several experiments.

1. INTRODUCTION

Head Related Transfer Functions (HRTFs) describe spectral changes of sound waves when they enter the ear canal, caused by diffraction and reflection off the human body, e.g. the head, shoulders, torso and ears [2]. In the last decades, HRTF based techniques have become prominent in various applications of human related audio processing, e.g. binaural sound localization and synthesis [13].

As each individual has in general their unique body geometry, the corresponding personal HRTFs are naturally different from person to person. Usually, HRTFs are obtained from recorded Head Related Impulse Responses (HRIRs), which are the time domain representations of the HRTFs. Unfortunately, HRIRs have to be measured by a cumbersome procedure with expensive equipment in an anechoic chamber [1], which is not commonly accessible to many researchers. As a result, there are increasing research efforts in customization of HRTFs [4, 9], which aims to estimate HRTFs based only on geometric information of the individual without measuring their HRIRs. Such a process requires usually a collection of HRTF datasets of various subjects, which result in huge amount of data.

Since the pioneering work [6], Principal Component Analysis (PCA) has become a popular tool for HRTF reduction [8]. Recently, application of PCA in HRTF customization [4, 9], which reduces the dimension of the original dataset before customization, has demonstrated promising performance of being more efficient. Such an approach enables possibilities of implementing HRTF customization even on storage restricted systems, e.g. mobile phones or telepresence systems.

A collection of HRTFs of individuals can be considered as a three-way data array, whose three directions represent subject, location and frequency, respectively. Applying PCA to HRTF datasets requires in general a vectorization process of the original dataset. As a consequence, some useful information within the structure of the HRTF dataset is disregarded. To avoid such limits, the so-called Tensor-Singular Value Decomposition (T-SVD) method, which was originally introduced in the community of multiway array analysis [7], has been recently applied into HRTF customization successfully [3].

The authors are aware of existence of two recently proposed techniques of multiway array analysis in competition with the standard PCA in the community of image processing. They are two dimensional PCA (2DPCA), originally a direct generalization of PCA for image analysis, and the so-called Generalized Low Rank Approximations of Matrices (GLRAM) [15], a further generalized form of 2DPCA. Recently, the authors have demonstrated that GLRAM and T-SVD outperform the standard PCA in the task of dimensionality reduction of HRTFs [10]. It is worth noticing that GLRAM method is essentially a simple form of Tensor-SVD [12]. In this paper, we study GLRAM, 2DPCA and Tensor-SVD methods for the purpose of customizing HRTF datasets and compare their performance with the standard PCA.

The paper is organized as follows. Section 2 gives a description of the multiple regression customization of HRTFs. Section 3 provides a brief introduction to three feature extraction methods, namely, 2DPCA, GLRAM and Tensor-SVD. In section 4, performance of the three methods is investigated by several numerical experiments. Finally, a conclusion is given in section 5.

2. HRTF CUSTOMIZATION

In this section, we briefly describe a customization approach to estimate individual HRTFs. Given a set of measured HRTFs of different persons, a multiple linear regression seeks to match a set of anthropometric parameters to the characteristics of the individual’s transfer functions [9].

In general, a collection of HRTFs can be represented as a three-way array $\mathcal{H} \in \mathbb{R}^{N_d \times N_f \times N_p}$, where the dimensions $N_d$ is the spatial resolution of directions, $N_f$ the frequency sample size and $N_p$ is the number of persons in the training dataset. By a Matlab-like notation, in this work we denote $\mathcal{H}(i, j, k) \in \mathbb{R}$ the $(i, j, k)$-th entry of $\mathcal{H}$, $\mathcal{H}(l, m, .) \in \mathbb{R}^{N_p}$ the vector with a fixed pair of $(l, m)$ of $\mathcal{H}$ and $\mathcal{H}(l, :, .) \in \mathbb{R}^{N_f \times N_p}$ the $l$-th slide (matrix) of $\mathcal{H}$ along the dimension.

In order to receive only the direction dependent information between the different individuals, the mean of the subject’s average log-HRTFs is subtracted from each log-HRTF [6]. It results in an interindividual direction transfer
functions between the subjects, denoted by \( \mathcal{D} \in \mathbb{R}_{d \times N_f \times N_p} \), whose \((i, j, k)\)-th entry is computed by

\[
(\mathcal{D}(i, j, k) = 20 \log_{10} |H(i, j, k)| - \frac{1}{N_p} \sum_{p=1}^{N_p} 20 \log_{10} |H(i, j, k)| .
\]

An idea of customizing unknown HRFTs is to firstly extract certain direction dependent main features out of the directional transfer functions \( \mathcal{D} \), then to construct a multiple linear regression model between anthropometric features of subjects and the extracted directional dependent features. Let \( W = [w_1, \ldots, w_{N_p}] \in \mathbb{R}_{p \times N_p} \) be a set of \( r_p \) chosen directional dependent features and \( A = [a_1, \ldots, a_{N_d}] \in \mathbb{R}_{N_d \times N_p} \) be a collection of \( N_d \) anthropometric features of test subjects. For the \( k \)-th subject, a multiple linear regression model between anthropometric parameters and directional dependent features can be constructed as,

\[
w_k = B\hat{a}_k + \varepsilon, \quad (2)
\]

where \( B \in \mathbb{R}_{p \times (N_d + 1)} \), \( \hat{a}_k = [1 \ a_k]^{\top} \in \mathbb{R}_{N_d + 1} \), and \( \varepsilon \in \mathbb{R}_{p} \) is the estimation error vector. Let us denote \( I \in \mathbb{R}_{N_p} \) the vector with all entries equal to one, and construct \( \hat{A} = [1 \ A]^{\top} \in \mathbb{R}_{N_p \times (N_d + 1)} \). It is known that \( N_p \) is usually greater than \( N_d \). We assume that matrix \( \hat{A} \) is full rank. Then, in terms of minimization of the error \( \varepsilon \) by least squares method, the regression-coefficient matrix \( B \) in model (2) is computed by

\[
B = W\hat{A}(\hat{A}^{\top}\hat{A})^{-1}. \quad (3)
\]

In this paper, we choose the set of anthropometric parameters for multilinear regression in accordance with [4], where anthropometric parameters are selected by applying correlation analysis.

Finally, given the anthropometric data \( a_{\text{new}} \in \mathbb{R}_{N_d} \) of a person not in the training set, its transfer function features \( w_{\text{new}} \) can be computed by

\[
w_{\text{new}} = B\hat{a}_{\text{new}} \in \mathbb{R}_{p}, \quad (4)
\]

where \( \hat{a}_{\text{new}} = [1 \ a_{\text{new}}]^{\top} \in \mathbb{R}_{N_d + 1} \).

### 3. HRTF-FEATURE EXTRACTION METHODS

In this section, we briefly describe three techniques of feature extraction for the dataset \( \mathcal{D} \), namely, 2DPCA, GLRAM and Tensor-SVD.

#### 3.1 Customization using 2DPCA

Similar to the popular approach of customizing HRFTs by using PCA, 2DPCA based HRTF customization can be described as follows. First of all, the so-called scatter matrix, instead of the covariance matrix, is computed by

\[
S_p = \frac{1}{N_d} \sum_{i=1}^{N_d} \mathcal{D}(i, :, :)^{\top} \mathcal{D}(i, :, :), \in \mathbb{R}_{N_p \times N_p}. \quad (5)
\]

Then we compute \( r_p \) eigenvectors \( W = [w_1, \ldots, w_{r_p}] \in \mathbb{R}_{N_p \times r_p} \) corresponding to the \( r_p \) largest eigenvalues. The so-called principal components of 2DPCA for the \( i \)-th slide of \( \mathcal{D} \) is computed as follows:

\[
\hat{\mathcal{D}}(i, :, :) = \mathcal{D}(i, :, :) W \in \mathbb{R}_{N_f \times r_p}. \quad (6)
\]

Note that, the storage space for the reduced dataset depends on the value of \( r_p \).

The direction dependent regression coefficient matrix \( B \) is then calculated as given in (3). A set of customized direction transfer functions \( D_{\text{new}} \in \mathbb{R}_{N_d \times N_f} \) for an unknown person is obtained with its \( i \)-th slide computed by:

\[
D_{\text{new}}(i, :) = \hat{\mathcal{D}}(i, :, :) w_{\text{new}}, \quad (7)
\]

where \( w_{\text{new}} \) is computed in accordance with (4). We refer to [5] for further information on PCA and to [14] for further discussions on 2DPCA.

#### 3.2 Customization using Tensor-SVD

Unlike customization using PCA, Tensor-SVD keeps the structure of the original 3D dataset intact and computes the customized dataset for every direction at once. Given a dataset \( \mathcal{D} \in \mathbb{R}_{N_d \times N_f \times N_p} \), Tensor-SVD computes its best multilinear rank \( (r_d, r_f, r_p) \) approximation \( \hat{\mathcal{D}} \in \mathbb{R}_{N_d \times N_f \times N_p} \) [7], where \( N_d > r_d, N_f > r_f \) and \( N_p > r_p \), by solving the following minimization problem

\[
\min_{\mathcal{G} \in \mathbb{R}_{N_d \times N_f \times N_p}} \| \mathcal{D} - \hat{\mathcal{G}} \|_{F}, \quad (8)
\]

where \( \| \cdot \|_F \) denotes the Frobenius norm of tensors. The rank \( (r_d, r_f, r_p) \) tensor \( \hat{\mathcal{D}} \) can be decomposed as a trilinear multiplication of a rank \( (r_d, r_f, r_p) \) core tensor \( \mathcal{C} \in \mathbb{R}^{r_d \times r_f \times r_p} \) with three full-rank matrices \( X = (x_{ij}) \in \mathbb{R}^{N_d \times r_d}, Y = (y_{ij}) \in \mathbb{R}^{N_f \times r_f} \) and \( W = (w_{ij}) \in \mathbb{R}^{N_p \times r_p} \), which is defined by

\[
\hat{\mathcal{D}} = (X, Y, W) \cdot \mathcal{C}. \quad (9)
\]

where the \((i, j, k)\)-th entry of \( \hat{\mathcal{D}} \) is computed by

\[
\hat{\mathcal{D}}(i, j, k) = \sum_{\alpha=1}^{r_d} \sum_{\beta=1}^{r_f} \sum_{\gamma=1}^{r_p} x_{i\alpha} y_{j\beta} w_{k\gamma} \mathcal{C}(\alpha, \beta, \gamma). \quad (10)
\]

Thus without loss of generality, the minimization problem as defined in (8) is equivalent to the following

\[
\min_{X, Y, W, \mathcal{C}} \left\| \mathcal{D} - (X, Y, W) \cdot \mathcal{C} \right\|_F, \quad (11)
\]

s.t. \( X^{\top} X = I_{r_d}, Y^{\top} Y = I_{r_f}, \) and \( W^{\top} W = I_{r_p} \).

Finally, with the regression model built in (3) and (4), a new set of direction transfer functions can be retrieved by

\[
D_{\text{new}} = (X, Y, w_{\text{new}}^{\top}) \cdot \mathcal{C} \in \mathbb{R}_{N_d \times N_f}. \quad (12)
\]

We refer to [11] for Tensor-SVD algorithms and further discussions.

#### 3.3 Customization using GLRAM

Similar to Tensor-SVD, GLRAM methods do not require destruction of 3D tensors. Given a dataset \( \mathcal{D} \in \mathbb{R}_{N_d \times N_f \times N_p} \), the task of GLRAM is to approximate slides (matrices) \( \mathcal{D}(i, :, :) \), for \( i = 1, \ldots, N_f \) of \( \mathcal{D} \) along the second direction by a set of low rank matrices \( \{X_{i\alpha}W_{i\alpha}^{\top}\} \subset \mathbb{R}^{N_d \times N_p} \), for \( i = 1, \ldots, N_f \), where the matrices \( X \in \mathbb{R}^{N_d \times r_d} \) and \( W \in \mathbb{R}^{N_p \times r_p} \) are of full rank, and the set of matrices \( \{M_i\} \subset \mathbb{R}^{d \times r} \) with \( N_d > r_d \) and
For the regression model (2), we select the anthropometric parameters in accordance to [4]. It is demonstrated that eight selected parameters out of 27 from the original CIPIC database provide good regression performance. These eight parameters are: head width, head depth, shoulder width, cavum concha height, cavum concha width, fossa height, pinna height and pinna width.

4.2 Experimental Results

In each experiment, we construct a new set of HRTFs for persons not in the training set with one of the introduced feature extraction methods. To investigate the performance of the different feature extraction approaches in a HRTF customization application, the spectral distortion for every angle over the whole frequency spectrum is computed. The spectral distortion is defined as follows:

\[
SD = \sqrt{\frac{1}{N_f} \sum_{i=1}^{N_f} \left(20 \log_{10} \frac{|H_i|}{|H_{newi}|}\right)^2},
\]

where \(H_i\) is the magnitude of the CIPIC-measured HRTF in the dataset and \(H_{newi}\) is the magnitude of the HRTF constructed via regression at the \(i\)-th frequency. \(N_f\) is the number of frequency samples for each HRTF (200 in this case).

First of all, PCA is applied to the task. We use that as a reference for comparison with the other three multilinear methods. We select \(r_d = 10\) dominant eigenvectors, which result in a data reduction of 83\%. For seven subjects, who are not in the CIPIC training dataset, Table 1 summarizes the average spectral distortion values for estimation of both left and right ear HRTFs.

<table>
<thead>
<tr>
<th>Subject</th>
<th>PCA</th>
<th>2DPCA</th>
<th>GLRAM</th>
<th>TSVD</th>
</tr>
</thead>
<tbody>
<tr>
<td>154</td>
<td>L:6.11dB R:6.05dB</td>
<td>L:5.63dB R:5.67dB</td>
<td>L:5.59dB R:5.66dB</td>
<td>L:5.59dB R:5.66dB</td>
</tr>
<tr>
<td>155</td>
<td>L:5.27dB R:5.06dB</td>
<td>L:5.25dB R:5.06dB</td>
<td>L:5.24dB R:5.05dB</td>
<td>L:5.24dB R:5.05dB</td>
</tr>
<tr>
<td>156</td>
<td>L:5.34dB R:5.73dB</td>
<td>L:5.17dB R:5.64dB</td>
<td>L:5.16dB R:5.63dB</td>
<td>L:5.16dB R:5.63dB</td>
</tr>
<tr>
<td>163</td>
<td>L:5.45dB R:5.20dB</td>
<td>L:5.29dB R:5.08dB</td>
<td>L:5.27dB R:5.07dB</td>
<td>L:5.27dB R:5.07dB</td>
</tr>
<tr>
<td>165</td>
<td>L:5.03dB R:6.04dB</td>
<td>L:4.81dB R:5.68dB</td>
<td>L:4.80dB R:5.66dB</td>
<td>L:4.80dB R:5.66dB</td>
</tr>
</tbody>
</table>

Table 1: Average spectral distortion values over all angles over the whole frequency spectrum.
quality of estimation of the individual HRTFs slightly varies in terms of spectral distortion.

In Figure 3(a), the log-magnitude response of the CIPIC-measured and regression-estimated HRTF of a certain angle is shown. Especially for low frequencies, the estimated HRTF approximates the measured one well and could lead to a good result in sound synthesis applications.

Extractions of the direction dependent features with PCA disregard similarities between neighbouring angles. To take also the 3D structure of the dataset into account, 2DPCA is applied also using \( r_d = 10 \) eigenvectors, leading also to a data reduction rate of 83%. Results in terms of spectral distortions of HRTF customizations at two particular planes, shown in Figure 1 and Figure 2, indicate that 2DPCA extracted features lead to a better estimation of the HRTFs than PCA at the same data reduction rate. In Figure 3(b) one can see, that the log-magnitude response of the estimated HRTF is closer to the CIPIC-measured one than the PCA estimated one.

Finally, GLRAM and Tensor-SVD are applied to estimate the individual HRTFs of the test subjects not in the training set. The results achieved by GLRAM and Tensor-SVD are similar to the 2DPCA feature extraction, but the data reduction by GLRAM and Tensor-SVD is higher than by PCA and 2DPCA. The regression using GLRAM and Tensor-SVD with \( r_p = 10 \), \( r_f = 200 \) and \( r_d = 100 \) leads to data reduction of 97%.

As a final remark, it is worth noticing that, for regression using 2DPCA, GLRAM and Tensor-SVD, we only need to construct the multiple linear regression model once, while for PCA based approach, it requires to compute the multiple linear regression model for each direction.

5. CONCLUSION AND FUTURE WORK

In this paper, we address the problem of customization of HRTF dataset using PCA, 2DPCA, Tensor-SVD and GLRAM. Our experiments demonstrate that 2DPCA, Tensor-SVD and GLRAM outperform the standard PCA approach with respect to the spectral distortion values. Meanwhile GLRAM and Tensor-SVD approaches lead to a higher reduction rate than PCA and 2DPCA.

To evaluate the performance also in HRTF based 3D-sound applications with respect to the listener, we plan to investigate performance of multiway array analysis also on test subjects in listening experiments.
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Figure 3: Log-magnitude response of the measured CIPIC-HRTF (Original) and the estimated HRTF (subject 153, azimuth = 5°, elevation = 16.875°).


