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ABSTRACT

It is well-known that filtering methods can be used for processing of signals in both time and space. This comprises, for example, fundamental frequency estimation and direction-of-arrival (DOA) estimation. In this paper, we propose two novel 2-D filtering methods for joint estimation of the fundamental frequency and the DOA of spatio-temporally sampled periodic signals. The first and simplest method is based on the 2-D periodogram, whereas the second method is a generalization of the 2-D Capon method. In the experimental part, both qualitative and quantitative measurements show that the proposed methods are well-suited for solving the joint estimation problem. Furthermore, it is shown that the methods are able to resolve signals separated sufficiently in only one dimension. In the case of closely spaced sources, however, the 2-D Capon-based method shows the best performance.

1. INTRODUCTION

In the last couple of decades, filtering methods have been used for processing of both spatial and temporal signals [1, 2]. Processing of spatial signals is also known as array signal processing and within this field, filtering methods are better known as beamformers [1]. One application of this, is processing of audio and speech signals recorded using a multi-microphone setup as considered in [3]. A common task is to estimate the direction-of-arrival (DOA) of such signals. However, often it is also desired to estimate the fundamental frequency of the self-same signals. Lately, it has been shown [4] that filtering methods are useful in this context as well. In the rest of the paper will refer to the fundamental frequency as the pitch. It is essential to estimate both the DOA and the pitch, since these features are useful for both separation and enhancement [5]. Furthermore, the pitch is also relevant regarding compression [6].

In many applications, such as hands-free communication, teleconferencing, surveillance systems and hearing-aids, it is necessary to know both the DOA and the pitch of speech and audio signals. This is needed for, e.g., tracking, separation and enhancement purposes. Therefore, joint pitch and DOA estimation is a relevant problem. We can formulate the joint estimation problem as follows: consider a periodic source \( s(t) \) impinging on an array containing \( N_t \) sensors. On the \( n_t \)th sensor, the periodic source is corrupted by the noise source \( w_t(n_t) \). The signal sampled by the \( n_t \)th sensor, for \( n_t = 0, \ldots, N_t - 1 \) and \( n_s = 0, \ldots, N_s - 1 \), can then be written as

\[
x_{n_s}(n_t) = s(n_t - n_s) + w_t(n_t) ,
\]

where \( n_s \) is the time delay of the signal on sensor \( n_s \) compared to a reference point. Note that the DOA can be estimated by realizing that there is a relationship between the DOA and the time delay. The relation depend on the array structure. In this paper, we assume a uniform linear array (ULA) and that the signals of interest are located in the so-called far-field. This implies a simple relationship between the DOA and the time delay. The problem considered in this paper, is joint estimation of the DOA \( \theta_\alpha \) and the pitch \( \theta_r \) of the periodic source \( s(n_t) \) which can also be modeled as

\[
s(n_t) = \sum_{i=1}^{L} a_i e^{j(\omega_i n_t)},
\]

where \( L \) is the model order and \( a_i = Y_i e^{j\phi_i} \) is the complex amplitude of the \( i \)th sinusoid with \( Y_i \) being the amplitude and the phase, respectively. In this paper, we consider the model order as being known. The model in (2) allows us to consider the signal of interest as several narrowband sources. The narrowband assumption is a key assumption in many array processing methods and we also employ in this paper.

Recently, the problem of joint pitch and DOA estimation has attracted considerable attention. Some of the first approaches to solve the problem only considered how the frequencies of single 2-D sinusoids can be estimated. A few examples of such methods are [7], where a state-space realization technique is used, [8] which is based on the 2-D Capon method, [9] which is based on the ESPRIT method, and [10] where a signal-dependent multistage wiener filter (MWF) is used. The DOA and the pitch should, when possible, be estimated jointly for several reasons. For example, by estimating the parameters jointly we can process signals separated sufficiently in only one dimension as opposed to 1-D methods. Recently, a few methods have been proposed for joint DOA and pitch estimation; in [11] a ML-based method is proposed; in [11, 12] subspace-based methods are proposed; in [13] a correlation-based method is proposed; and in [14] a spatio-temporal filtering method based on the LCMV beamformer is proposed. In this paper, we present two novel methods for DOA and pitch estimation. Both methods are 2-D filtering methods based on a filter-bank interpretation of the periodogram and a generalization of the 2-D Capon method, respectively. As opposed to the method in [14], we do not require any prior knowledge on the spatial or temporal characteristics, other than a harmonic structure, since we propose to estimate the DOA and pitch jointly. In cases with colored noise, the 2-D Capon-based method is preferred because of its excellent performance in a multi-source scenario. However, the 2-D periodogram-based method may in some cases be preferred because of its lower computational complexity.

The rest of the paper is organized as follows: in Section 2 we introduce the joint estimation problem and present the proposed methods. Section 3 contains the experimental part of the paper and, finally, Section 4 concludes our work.

2. PROPOSED METHODS

In this section, we briefly review the concept of 2-D filtering methods for spectral estimation and we present the proposed methods. In 2-D filtering methods for spectral estimation, it is desired to design a filter which passes a signal component with a given frequency pair undistorted. At the same time, the filter should attenuate signal components at all other frequency pairs. The two different filter design procedures used in the two proposed methods are described following.

Assume that we have a matrix \( X_D \) of dimension \( N_t \times N_s \) containing our spatio-temporally sampled data. Note that \( N_t \) and \( N_s \)...
are the numbers of spatial and temporal samples, respectively. The input data is then to be filtered by a $M_s \times M_t$ order 2-D finite impulse response (FIR) filter

$$H_{s,t} = [H_{s,t}(0,0) \cdots H_{s,t}(0,M_t') \cdots H_{s,t}(M_s',0) \cdots H_{s,t}(M_s',M_t')] , \tag{3}$$

where $M_t' = M_t - 1$, $M_s' = M_s - 1$ and the filter is designed for the temporal and spatial frequencies $\omega_t$ and $\omega_s$. The filter is then applied on sub-blocks $X_n(n_i)$ of the data matrix. One sub-block is defined as

$$X_{n_t}(n_i) = \begin{bmatrix} x_{s_t}(n_i) & \cdots & x_{s_t}(n_i - M_t') \\ \vdots & \ddots & \vdots \\ x_{s_t+M_t'}(n_i) & \cdots & x_{s_t+M_t'}(n_i - M_t') \end{bmatrix} , \tag{4}$$

Due to the ULA and far-field assumptions, the spatial frequency is given by $\omega_s = \omega_s f_t \frac{\sin \theta}{\lambda}$, where $f_t$ is the sampling frequency, $d$ is the inter-sensor spacing, $\theta$ is the spatial DOA in radians, and $c$ is the wave propagation velocity. Following, we stack the filter response and the sub-blocks in (3) and (4), i.e.,

$$h_{s,t} = \text{vec}(H_{s,t}) , \tag{5}$$

$$x_{s_t}(n_i) = \text{vec}(X_{n_t}(n_i)) , \tag{6}$$

with vec{} denoting the column-wise stacking operator. Since we have mapped the filtering operation from 2-D to 1-D, it can be seen that the filter design somehow resembles that of 1-D filtering methods. As the first step in the design procedure we need to find an expression for the filter output power

$$E\{[y_{n_t}(n_i)]^2\} = E\{\text{vec}(H_{s,t})^{\text{H}} x_{s_t}(n_i) x_{s_t}(n_i)^{\text{H}} \text{vec}(H_{s,t})\} = h_{s,t}^{\text{H}} R h_{s,t} , \tag{7}$$

where $R$ is the covariance matrix

$$R = E\{x_{s_t}(n_i) x_{s_t}(n_i)^{\text{H}}\} . \tag{9}$$

Note that $E\{\cdot\}$ and $(\cdot)^{\text{H}}$ denote the expectation operator and the complex transpose, respectively. Often we do not have access to the true covariance matrix, which we therefore will replace with the sample covariance matrix

$$\hat{R} = \frac{1}{N_s-M_s' \times (N_t-M_t')} \sum_{n=0}^{N_s-M_s'} \sum_{q=0}^{N_t-M_t'} x_p(n_q-q) x_p^{\text{H}}(n_q-q) . \tag{10}$$

The next task is to design the filter such that the output power is minimized subject to a distortionless constraint at desired frequencies. The filter design procedure is what differs between the two proposed methods.

### 2.1 2-D Periodogram-based Method

In the 2-D periodogram-based method, we use a filter-bank structure constituted by stacked 2-D filter responses. We assume that there is no cross-talk between the filters in the filter-bank, which allows us to write the total filter-bank output power as

$$\sum_{l=1}^{L} E\{[y_{n_t,l}(n_i)]^2\} = \sum_{l=1}^{L} h_{s,t}^{(l)} R h_{s,t}^{(l)} . \tag{11}$$

Note that $h_{s,t}$ is the impulse response of the $l$th filter in the filter-bank. We then define the filter-bank matrix as

$$H_{fb}(s,t) = [h_{s,t}, \cdots, h_{s,t}] . \tag{12}$$

Having introduced the filter-bank matrix, we can rewrite the total filter-bank output power in 11 as

$$\sum_{l=1}^{L} E\{[y_{n_t,l}(n_i)]^2\} = \text{Tr}\{H_{fb}(s,t)R H_{fb}(s,t)^{\text{H}}\} , \tag{13}$$

with Tr{} denoting the trace operator. In the 2-D periodogram-based method, it is assumed that the input signal is white Gaussian noise, hence, the method is independent on the signal statistics. Using this assumption, it can be shown that the individual filters in the filter-bank are constituted by Fourier vectors which will ensure a unit gain at the desired frequencies. However, the attenuation of other frequency components will not be optimal since the signal statistics are not used in the design procedure. The $l$th filter response is then given by

$$h_{l}(s,t) = a_{l}(s,t) , \tag{14}$$

where

$$a_{l} = a_{l} \otimes a_{l} , \tag{15}$$

$$a_{l} = [1 \ e^{-j\omega_1} \ \cdots \ e^{-jM_s'}]^{\text{T}} . \tag{16}$$

By inserting (14) into (13) we get that

$$\sum_{l=1}^{L} E\{[y_{n_t,l}(n_i)]^2\} = \text{Tr}\{A_{s,t}^{\text{H}} R A_{s,t}\} = J_{s,t}(s,t) , \tag{17}$$

with $A_{s,t} = [a_{l}, \cdots, a_{l}]$. We can then obtain joint estimates of the pitch and the DOA by maximizing the total filter-bank output power over sets of candidate DOAs $\Theta$ and pitch frequencies $\Omega$, i.e.,

$$\hat{\theta}, \hat{\phi} = \text{argmax}_{(\theta, \phi) \in \Theta \times \Omega} J_{s,t}(s,t) . \tag{19}$$

### 2.2 2-D Capon-based Method

The proposed 2-D Capon-based method is a generalization of the 2-D Capon method [15]. The generalization is obtained by introducing multiple harmonic constraints in the filter design. That is, the proposed 2-D Capon-based method relies on a single 2-D filter. We design the 2-D filter by minimizing the output power subject to distortionless constraints on the harmonics, i.e.,

$$\min_{h} H_{s,t}^{\text{H}} R H_{s,t} \text{ s.t. } h_{s,t}^{\text{H}} a_{l}(s,t) a_{l}(s,t) = 1 , \tag{20}$$

for $l = 1, \ldots, L . \tag{21}$

The optimization problem is easily solved by using the Lagrange multiplier method which leads to the following result

$$h_{s,t} = R^{-1} A_{s,t} \left(A_{s,t}^{\text{H}} R^{-1} A_{s,t}\right)^{-1} , \tag{22}$$

with 1 being a $L \times 1$ vector containing ones. Inserting the optimal filter expression into the filter output power expression leads to

$$E\{[y_{n_t}(n_i)]^2\} = 1^{\text{T}} \left(A_{s,t}^{\text{H}} R^{-1} A_{s,t}\right)^{-1} 1 = J_{C}(s,t) . \tag{23}$$

Finally, we can jointly estimate the DOA and the pitch by maximizing the filter output power for a sets of candidate DOAs $\Theta$ and pitch frequencies $\Omega$

$$\hat{\theta}, \hat{\phi} = \text{argmax}_{(\theta, \phi) \in \Theta \times \Omega} J_{C}(s,t) . \tag{25}$$
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where $Q^{1} = (A^{H}R^{-1}A)^{-1}$, and $\text{Re}\{\cdot\}$ denotes taking the real part. The entries in the $B$ matrices are given by
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\end{align*}
\] (28)

The intermediate $k$ variables are defined as

\[
k_{t} = \left(\frac{f_{s}}{c}\right) k_{t,i} + k_{t,i}.
\] (31)

with $\cdot \mod \cdot$ and $\cdot \lfloor \cdot \rfloor$ denoting the modulus and the flooring operators, respectively. We can then obtain refined parameter estimates by using an iterative procedure

\[
\begin{align*}
\hat{\theta}^{(i+1)} & = \hat{\theta}^{(i)} + \delta \nabla J ,
\end{align*}
\] (32)

where $i$ is the iteration number, $\delta$ is a small positive constant found through line search and $\nabla J = \left[ \frac{\partial J}{\partial \theta} \frac{\partial J}{\partial \theta} \right]^{T}$.

2.3 Refined Estimates

In cases where there are high resolution requirements, the proposed methods may imply a huge computational burden since they rely on a grid search. However, to circumvent this issue we can instead use a smaller grid to obtain an initial estimate of the parameters which can then be refined by making a gradient search. Note that in the following derivations we leave out the dependencies on $\hat{\theta}$ and $\hat{\phi}$ for a simpler notation. The first order derivatives of the filter output powers are readily obtained as
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where $i$ is the iteration number, $\delta$ is a small positive constant found through line search and $\nabla J = \left[ \frac{\partial J}{\partial \theta} \frac{\partial J}{\partial \theta} \right]^{T}$.

2.3 Refined Estimates

In cases where there are high resolution requirements, the proposed methods may imply a huge computational burden since they rely on a grid search. However, to circumvent this issue we can instead use a smaller grid to obtain an initial estimate of the parameters which can then be refined by making a gradient search. Note that in the following derivations we leave out the dependencies on $\hat{\theta}$ and $\hat{\phi}$ for a simpler notation. The first order derivatives of the filter output powers are readily obtained as
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[B_{\phi}]_{il} & = -j\omega f_{s} d \sin \theta e^{-j\omega f_{s} k_{t},il}.
\end{align*}
\] (28)

The intermediate $k$ variables are defined as

\[
k_{t} = \left(\frac{f_{s}}{c}\right) k_{t,i} + k_{t,i}.
\] (31)

with $\cdot \mod \cdot$ and $\cdot \lfloor \cdot \rfloor$ denoting the modulus and the flooring operators, respectively. We can then obtain refined parameter estimates by using an iterative procedure

\[
\begin{align*}
\hat{\theta}^{(i+1)} & = \hat{\theta}^{(i)} + \delta \nabla J ,
\end{align*}
\] (32)

where $i$ is the iteration number, $\delta$ is a small positive constant found through line search and $\nabla J = \left[ \frac{\partial J}{\partial \theta} \frac{\partial J}{\partial \theta} \right]^{T}$.

3. EXPERIMENTAL RESULTS

We will now consider the evaluation of the proposed methods. In all of the experiments described in the rest of this section, an ULA was assumed having an inter-sensor spacing of $d = \frac{\lambda}{2}$, where $c = 343.2$ m/s is the speed of sound in air at $20^\circ$ C. Furthermore, in all experiments the sampling frequency was $f_{s} = 2.5$ kHz. First, we evaluate the functionality of the filters in terms of investigating the filter response. In Fig. 1, a filter response of a 2-D periodogram-based filter-bank is shown. The filter orders were in this case set to $M_{r} = M_{\theta} = 20$. The filter-bank was designed for a signal constituted by five harmonics with a pitch of 200 Hz and a DOA of $-15^\circ$. As mentioned, this filter is independent of the signal statistics and will therefore have a rather similar attenuation of signal components not having both one of the target harmonic frequencies and the target DOA. At the target harmonic frequencies and DOA, the filter will have a unit gain. These observations can also be made from the experimental result which verifies the filter design. Likewise, we also conducted experiments on the 2-D Capon-based filter response.
Figure 4: Output power of the 2-D periodogram-based filter-bank of orders $M_t = 30$ and $M_s = 10$ applied on a mixture of two signals with DOAs of $4^\circ$ and $40^\circ$, respectively, and both with a pitch of 213 Hz. The SNR with respect to each signal was 10 dB.

These experiments the sample lengths were set to $N_t = N_s = 80$ and the filter orders were the same as in the previous experiment. The filter was designed for a signal having five harmonics with a pitch of 200 Hz and a DOA of $-15^\circ$. Also, the signal was corrupted by white Gaussian noise and the experiment was conducted for SNRs of $-40$ dB and 10 dB. The results are depicted in Fig. 2 and 3, respectively. For the low SNR of $-40$ dB the filter response somehow resembles that of the 2-D periodogram-based filter which can also be verified mathematically. At high SNRs the 2-D Capon-based method seems to suffer from leakage, since it has a relatively high gain at off pitch frequencies and DOAs. This is, however, characteristic for the minimum variance distortionless response (MVDR) principle.

Following, we evaluate the proposed methods ability to resolve closely spaced sources. For this purpose we have conducted some Monte-Carlo simulations on the estimation error as a function of the source spacing in a two-source scenario. Due to a high computational complexity, we assumed that the pitch and DOA estimates were close to the true pitch and DOA which allowed us to just doing a gradient search from the true pitch and DOA instead of doing a fine grid search. In the first series of Monte-Carlo simulations we measured the MSE of the DOA estimates as a function of the source spacing in degrees. The two signals had DOAs of $4^\circ$ and $40^\circ$, respectively, and they both had a pitch of 213 Hz. The results from the experiments are depicted in Fig. 4 and 5, respectively. The first observation from these experiments are, that the pitch frequencies and DOAs of the two sources can be estimated correctly using both methods by taking the arguments of the two largest peaks of the filter output powers. Also, we observe that the peaks in the filter output power are much narrower for the 2-D Capon-based method which indicates that the 2-D Capon-based method will be superior when it comes to resolving closely-spaced sources.

Figure 5: Output power of the 2-D Capon-based filter of orders $M_t = 30$ and $M_s = 10$ applied on a mixture of two signals both constituted by four sinusoids. The two signals had DOAs of $4^\circ$ and $40^\circ$, respectively, and they both had a pitch of 213 Hz. The results from the experiments are depicted in Fig. 4 and 5, respectively.

We will now evaluate further on the proposed methods ability to resolve closely spaced sources. For this purpose we have conducted some Monte-Carlo simulations on the estimation error as a function of the source spacing in a two-source scenario. Due to a high computational complexity, we assumed that the pitch and DOA estimates were close to the true pitch and DOA which allowed us to just doing a gradient search from the true pitch and DOA instead of doing a fine grid search. In the first series of Monte-Carlo simulations we measured the MSE of the DOA estimates as a function of the source spacing in degrees. The two sources were each constituted by four harmonics having a pitch of 236 Hz. The DOA was fixed to $-20^\circ$ for one of the sources while the other was varied.
White Gaussian noise was added to the signal such that the SNR with respect to each source was 10 dB. The sample lengths were \( N_t = N_s = 30 \) while the filter orders were \( M_t = M_s = 10 \). We conducted 500 Monte-Carlo simulations for each of the different source spacings and the results are depicted in Fig. 6. From the results, it is clearly seen that the 2-D Capon-based method are superior in multi-source scenarios. The 2-D periodogram-based method shows some thresholding behavior around a source spacing of 35° while the 2-D Capon-based method does not show any thresholding behavior before a source spacing of only 10°. Note that the MSE for the 2-D periodogram-based method is not necessarily decreasing when the source spacing is increased. This is due to the fact that this method is signal independent and the MSE will therefore depend heavily on if the filter response occasionally has a dip at the pitch and DOA of the interfering source or not. We also conducted a series of Monte-Carlo simulations where the MSE was measured as a function of the source spacing in Hz. In these simulations, the two sources were constituted by one 2-D sinusoid. Both signals were having a DOA of 7°. The frequency of one of the sources was fixed to 200 Hz while the frequency of the other source was varied. The noise conditions, sample lengths and filter orders were the same as in the other series of Monte-Carlo simulations. Again, we conducted 500 Monte-Carlo simulations for each source spacing and the results are depicted in Fig. 7. We see from the results that the 2-D Capon-based method is better for resolving closely-spaced sources. The dips in MSE at certain spacings for the 2-D periodogram-based method can be explained in the same way as in the previous series of Monte-Carlo simulations. Note that the 2-D periodogram-based method shows thresholding behavior below a spacing of 250 Hz whereas the 2-D Capon-based method does not show any thresholding behavior until below a spacing of 100 Hz.

4. CONCLUSION

In this paper, we proposed two new 2-D filtering methods for joint estimation of the pitch and the DOA of periodic signals recorded in space and time by a ULA. Since the proposed methods are based on a harmonic model, they are relevant for all signals being periodic of nature such as audio and speech signals. The first proposed method is based on the 2-D periodogram, and it can thereby be implemented easily using the 2-D fast Fourier transform (FFT). By doing this, the computational complexity can be reduced significantly. The second proposed method is the 2-D Capon-based method, which is a generalization of the 2-D Capon method. Our experiments showed that both proposed methods can be used for jointly estimating the pitch frequencies and DOAs of multiple sources that are only separated sufficiently in one dimension, i.e., either space or time. We evaluated the proposed methods with respect to the sufficiency condition in regard to separation and these experiments showed that the 2-D Capon-based method outperforms the 2-D periodogram-based method in multi-source scenarios under adverse conditions.
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