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ABSTRACT
This paper proposes a real-time stereo matching algorithm implemented in the graphic hardware. The likelihood model is parallelized and implemented using GPU programming for real-time operation. The stereo matching based on rank transform is implemented in GPU programming. The shared memory handling in graphic hardware is introduced in calculating the matching errors. Once an initial disparity map is determined based on the likelihood model, then the disparity map is iteratively updated by the prior model of disparity field. The prior model reflects the smoothness of disparity map and is implemented by a pixel-wise energy function. The disparity is determined by minimizing the joint energy function which combines the likelihood model with the prior model. These processes are performed in the hierarchical successive approximation approach. The disparity map is interpolated using color-based similarity. This paper evaluates the proposed approach with the Middlebury stereo images. According to the experiments, the proposed method shows good estimation accuracy with more than 30 frame/second for 640x480 images and 60 disparity range. The proposed method is expected real-time stereo camera systems to be popular in the usual PC environments.

1. INTRODUCTION
Stereo matching is one of the most active research topics to estimate disparity information from slightly different views. As the interest in 3-D systems is increased, the stereo camera and stereo matching become more important. Excellent overview of the various issues involved in stereo matching is presented by Scharstein and Szeliski [1], and Redert [2]. The algorithms for the stereo matching can be broadly classified into two categories, local and global algorithms. The local algorithms estimate disparity at a pixel using only image observations available in a finite window. Many effective local algorithms for stereo matching have been reported in the literature [3, 4, 5, 6, 7]. Unlike the local algorithms, the global methods consider the correlation of disparities in the neighborhood. The correlation is usually modeled as smoothness prior function. And the joint energy function is globally minimized to find the disparity. These approaches are related to Markov random field (MRF) models and energy minimization methods. The MRF model based algorithms rely on energy minimization methods such as graph cuts [8], belief propagation [9], nonlinear diffusion [10, 11], and dynamic programming [12]. In those methods, the 3-D energy fields are generated using likelihood and prior models for every disparity at each pixel, and the disparity fields are estimated in the iterative process of energy minimization.

The algorithms mentioned before concentrate on improving the accuracy in disparity estimation. The MRF modeling and energy minimization processes need too much computational load to be implemented in real-time stereo systems. As the interest in 3-D visual systems is increased, the real-time stereo matching is also required in many applications. This paper deals with real-time stereo matching using graphic hardware and GPU programming. Some researchers used the graphic hardware and GPU programming to improve the speed [13, 14, 15]. They usually implemented the likelihood matching function as SSD or SAD in GPU programming, and optimized the disparity field using dynamic programming. These approaches showed very fast (near real-time) operation [18, 19, 20]. Even though their works showed good estimation accuracy with near real-time speed, it is not suitable for real-time applications. This paper implements fast likelihood matching in GPU programming, and proposes a global optimization scheme to improve the accuracy within a small number of iterations. Memory allocation problem and correlation of disparity field are proposed for fast and accurate disparity estimation.

The rest of paper is organized as follows. Section 2 describes the likelihood matching based on the rank transform and GPU programming. Shared memory handling technique is also proposed. The proposed prior modeling is explained in Section 3. The color-based interpolation and successive estimation in the hierarchical scheme are described in Section 4. We show the experimental results in Section 5, and finally conclude this paper in Section 6.

2. LIKELIHOOD MATCHING

2.1 Rank Transform
Likelihood matching is the basic process to find correspondences. As we described in Section 1, SSD and SAD show fast but inaccurate performances. Adaptive windows and support weights show accurate but slow performances. This paper exploits rank transform as the likelihood matching function. The rank transform has shown good matching results compared with the various matching schemes [21, 22]. We implements the rank transform in GPU programming, and propose some implementation techniques for real-time operation. Sliding window and fast memory access are implemented for the rank transform. The rank transform at a pixel \((i, j)\) is expressed as

\[
r(i, j) = M - \sum_{(x,y) \in W} U(I(i+x,j+y) - I(i,j)),
\]

where \(W\) is a window and \(U\) is an indicator function.
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where \( U(\cdot) \) is the unit step function, \( M \) is the number of pixels in the window \( W \). The matching is performed by the sum of absolute differences (SAD) for rank transformed images,

\[
SAD(d_{ij}) = \sum_{(x',y') \in B_{ij}} | r_{x'}(x') - r_{y'}(y') |, \tag{2}
\]

where \( B_{ij} \) is a matching window centered at \((i, j)\), and \( r_x(i, j) \) and \( r_y(i, j) \) are the rank transformed values of right and left images respectively. In \( (2) \), \( d_{ij} \) is the disparity value on the horizontal epipolar line.

We implement sliding window method in calculating \( (2) \). When we consider the SAD values for the adjacent blocks in the left image, the block locations in the left image are shifted by one pixel in the horizontal direction as shown in Fig. 1. Thus, the leftmost column of pixels in the block centered at \((i, j)\) slips out of the block, and the rightmost column of pixels slips into the block centered at \((i+1, j)\) to calculate \( (2) \). When the matching block in the right image is the same for two adjacent blocks in the left image, the whole calculation of \( (2) \) is to subtract the SAD value of leftmost pixels and to add the SAD value of rightmost pixels to the previous total SAD value. We exploit this observation called sliding window method. In this case, the order of calculating \( SAD(d_{ij}) \) is changed. We usually calculate the SAD values of all disparities for a block in the left image. On the other hand, we calculate first \( SAD(d_{ij}) \) and then calculate \( SAD(d_{i+1,j}) \) of adjacent block using the sliding window method. We should note that the disparities \( d_{ij} \) at \((i, j)\) and \( d_{i+1,j} \) at \((i+1, j)\) have the following relation in the sliding window method, \(|d_{ij} - d_{i+1,j}| = 1|\).

Furthermore, if the SAD value of one-column pixels is implemented by GPU parallel processing, the calculation of \( (2) \) becomes much faster. This paper first aggregate the likelihood matching cost for each column of pixels in GPU programming, and exploits the sliding window concept to calculate the whole SAD value for each disparity. This reduces the calculation time in the SAD aggregation which is usually main part of time consumption.

2.2 GPU programming

For fast operation, we implement the rank transform and SAD processes in GPU programming. The GPU implementation consists of 3 parts: 1) Data exchange between host and GPU, 2) Rank transform computation, and 3) Block based cost aggregation. We implement sliding window method in cost aggregation, and exploit the sharing memory to reduce memory overlapping. This implementation reduces the data flow between CPU and GPU, which improves the speed.

For the first part the pinned memory is used for fast data exchange between host and device as it efficiently uses memory cache. Rank transform is computed by separate kernels for left and right images. Each thread of the kernel calculates rank transform on one pixel. For this each thread block first copies the data required by its threads for rank transform computation using texture cache onto its shared memory. Each thread then reads rank window pixels from low latency shared memory to do the calculation. Using shared memory greatly reduces the additional common or overlapping data reading from the device memory.

Next, for the cost aggregation kernel, we propose a computation technique which greatly improves the implementation speed and we name it as disparity sweep method. Implementation of sliding window based aggregation is not new on GPU but we observed that the conventional GPU based sliding window techniques suffer greatly from inefficient memory management. Device memory access is one of the primary bottlenecks of any data intensive application on GPU. It was observed that the conventional implementations had two drawbacks. One is that the image data is directly read from the device memory for aggregation. Thus, the threads continuously and alternatively read data from left and right images. This temporal inconsistency forces the texture cache to flush after each reading, which makes it ineffective. The other drawback is on memory overlapping. To make best use of sliding window technique, the entire image is evaluated for each disparity one by one. This results in numerous overlapping memory reading for images spread across disparity range.

To address these bottlenecks we designed a new implementation in which we combine disparity range with groups of \textit{disp.sweep} (16 in our case). That is to say, for each read data we find the required SADs for \textit{disp.sweep} number of range. Basically, each block is responsible for calculating disparities of \textit{N} number of rows, and thus each thread for \textit{N} pixels facilitates the sliding window approach. First \textit{WIN_SIZE} number of rows from left and right images are read one by one and stored onto the shared memory. We read in extra data from right image as APRON with the width equal to \textit{disp.sweep}. This contiguous data access pattern is better suited for using texture reading. Since box filtering is separable, first, threads sum and store the vertical column SADs for \textit{disp.sweep} number of range in different arrays, then each thread collaboratively uses column sums by other threads and performs horizontal aggregation. The disparity sweep technique reduces device memory reading, which boosts speed. A shared memory array is continuously updated with current minimum SAD cost value and corresponding disparity value. In order to calculate disparity for next image row, threads flush the unwanted first row of previous aggregation window and read in the new bottom row for the current aggregation window into the shared memory. The same aggregation procedure is then repeated.

3. PRIOR MODELING

This paper exploits the smoothness prior of disparity field to improve the accuracy. Since the processing of prior modeling should be fast and parallelized for real-time operation, we introduce the prior modeling as a kind of postprocess-

Figure 1: Sliding window method.
Figure 2: Examples of likelihood matching. (a) reliable likelihood matching with large ratio between the first and second minimum errors, (b) unreliable likelihood matching with small ratio.

The proposed prior modeling is similar to the MRF modeling, and the joint energy function is defined as

$$E(d_{ij}) = SAD(d_{ij}) + \alpha_{ij} \sum_{n \in N} w_c(d_n) |d_{ij} - d_n|,$$  \hspace{0.5cm} (3)

where $SAD(d_{ij})$ is the likelihood matching error of rank transform at a pixel $(i,j)$ and disparity $d_{ij}$, $d_n$ is the disparity value in the neighborhood $N$, which is the first-order MRF window with four elements. A parameter $\alpha_{ij}$ is a weighting factor of smoothness prior. When $\alpha_{ij}$ is large, the disparity map becomes smoother and the effect of likelihood matching is reduced. On the other hand, the smaller values of $\alpha_{ij}$ reduce the effect of smoothness prior. In the paper, $\alpha_{ij}$ is adaptively changed with respect to the reliability of likelihood matching. In the case of bad likelihood matching and occlusion, $\alpha_{ij}$ is increased so that the effect of unreliable likelihood matching is reduced in determining the disparity. The reliability $R(i,j)$ is determined by the ratio between the first and second minimum matching error,

$$\frac{1}{\alpha_{ij}} \propto R(i,j) = \frac{SAD(d_{ij}^1)}{SAD(d_{ij}^2)},$$  \hspace{0.5cm} (4)

where $SAD(d_{ij}^1)$ and $SAD(d_{ij}^2)$ are the first and second minimum matching errors, respectively. $\alpha_{ij}$ is inversely varied by $R(i,j)$. Figure 2 shows the examples of well matched and ill matched pixels, respectively. As we can observe, the pixels that have large ratios between the first and second minimum matching errors show reliable disparity estimation using the likelihood matching.

And $w_c(d_n)$ in (3) is a weight based on color information between $(i,j)$ and neighborhood $n$. Figure 3 shows the neighborhood of prior modeling and color-based interaction. When the color of neighboring pixel $n$ is similar to that of current pixel $(i,j)$, the weight is increased so that the effect of neighborhood with similar colors is emphasized. On the other hand, the weight is decreased to stop the interaction of neighborhood when the colors are different. The color-based weight preserves the disparity discontinuity in processing the smoothness prior modeling. From the initial disparity map by the likelihood matching, the disparity map is recursively updated as below,

$$d_{ij}^{k+1} = \min_{d_{ij}} \left[ SAD(d_{ij}) + \alpha_{ij} \sum_{n \in N} w_c(d_n) |d_{ij} - d_n^{(k)}| \right],$$  \hspace{0.5cm} (5)

where $d_{ij}^{(k)}$ is the disparity value estimated in the $k^{th}$ iteration. This process makes the disparity map smoother especially in the occlusion and textureless regions, since the likelihood matching is unreliable and unstable.

4. HIERARCHICAL APPROACH

The processes mentioned in Section 2 and 3 are performed in the hierarchical scheme. That is to say, the stereo images are decomposed into the Gaussian pyramid structure and disparity map is estimated by successive refinement from the lowest resolution to the highest one. From the lowest resolution, the disparity is estimated by the algorithm in Section 2 and 3. Then, the disparity map is doubled and interpolated to upper level using color similarity. The disparity map in the lower resolution is zero-order interpolated by the neighboring disparity with the most similar color. This color-based interpolation preserves the discontinuity of disparity map. The estimated disparity map in the lower level is refined with small search range. For the whole disparity range, $0 \leq d \leq S$, and the number of pyramid layers, $L$, the search range for the lowest resolution is set as

$$0 \leq d \leq \left\lceil \frac{S}{2^{L}} \right\rceil,$$  \hspace{0.5cm} (6)

where $\lceil \cdot \rceil$ is the ceiling function. For the next layers, we set the search ranges to prevent estimation errors in the lower resolutions from propagating into the next layers. We define search ranges with negative and positive directions, which are not usual in stereoscopic ordering constraints,

$$-\gamma \left\lceil \frac{S}{2^{L}} \right\rceil \leq d \leq \gamma \left\lceil \frac{S}{2^{L}} \right\rceil,$$  \hspace{0.5cm} (7)

where $\gamma$ adjusts the search ranges. The reduced search range improves the speed of estimation process. This hierarchical approach improves both estimation accuracy and speed.

5. EXPERIMENTAL RESULTS

The proposed algorithm has been implemented with graphic hardware (Nvidia GTX-285). We evaluated the proposed algorithm using the Middlebury stereo images [23]. The parameters in the proposed algorithm are summarized in Table

Figure 3: The prior modeling based on color similarity.
According to the experiments, the proposed algorithm estimates the disparity map in real-time with reasonable accuracy. Since there is room for further processing within the time limitation, it is possible to improve the accuracy in the proposed algorithm. Occlusion handling and adaptive weights optimization should be further performed.

6. CONCLUSION

This paper has proposed a real-time stereo matching algorithm using GPU programming. The proposed approach first calculates the likelihood matching error based on rank transform. The likelihood matching error is parallelized and implemented in GPU programming. The adaptive memory handling in graphic hardware is introduced in aggregating the matching errors, which improves the speed. Once an initial disparity map is determined based on the likelihood matching, then the disparity map is recursively updated by the prior model of disparity field. The prior model reflects the smoothness of disparity field and is implemented by a pixel-wise energy function. The disparity at each pixel is finally determined by minimizing the joint energy function which combines the likelihood matching error with the prior energy model. This processing is performed in the hierarchical approach, and color-based disparity interpolation is proposed to preserve discontinuity. According to the experiments with Middlebury stereo images, the proposed method shows good estimation accuracy with more than 30 frames per second for 640x480 images. The proposed method is suitable for real-time stereo system in the usual PC environment.
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Table 1: Parameters in the experiments.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>RT window size</td>
<td>7 x 7</td>
</tr>
<tr>
<td>Block aggregation size</td>
<td>9 x 9</td>
</tr>
<tr>
<td>number of pyramid layers</td>
<td>4</td>
</tr>
<tr>
<td>Gaussian filter</td>
<td>5 tabs, variance=1.0</td>
</tr>
<tr>
<td>$\gamma$ in (7)</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Table 2: Time consumption for detailed processes.

<table>
<thead>
<tr>
<th>Process</th>
<th>time (ms)</th>
<th>fps</th>
</tr>
</thead>
<tbody>
<tr>
<td>RT (7x7, left/right images)</td>
<td>1.8</td>
<td>313.4</td>
</tr>
<tr>
<td>SAD (9x9 block aggregation)</td>
<td>6.4</td>
<td>88.1</td>
</tr>
<tr>
<td>prior modeling</td>
<td>7.2</td>
<td>78.3</td>
</tr>
<tr>
<td>Total</td>
<td>15.4</td>
<td>36.6</td>
</tr>
</tbody>
</table>

For real-time applications of VGA (640 x 480) image and 60 pixels of disparity range, we need 553 MDES or 30 frames/second (fps). We restrict the number of iterations in processing the prior modeling to keep 30 fps. We evaluate the proposed algorithms in the aspect of both accuracy and speed. However, it is a bit difficult to compare the accuracy since most reports of fast algorithms are focused on the operation speed. There is no enough benchmark to compare the accuracy of fast algorithms.

1. We counted time consumption from image loading to disparity map generation. The accuracy of disparity maps are evaluated in [23], and the speed is evaluated by DES (disparity estimation per second),

$$DES = \frac{\text{image size} \times \text{disparity range}}{\text{time consumption}}.$$ (8)

For real-time applications of VGA (640 x 480) image and 60 pixels of disparity range, we need 553 MDES or 30 frames/second (fps). We restrict the number of iterations in processing the prior modeling to keep 30 fps. We evaluate the proposed algorithms in the aspect of both accuracy and speed. However, it is a bit difficult to compare the accuracy since most reports of fast algorithms are focused on the operation speed. There is no enough benchmark to compare the accuracy of fast algorithms.
Table 3: Comparison of accuracy and speed.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>fps</th>
<th>DES</th>
<th>Teddy nonoc</th>
<th>Teddy all</th>
<th>Teddy disc</th>
<th>Cones nonoc</th>
<th>Cones all</th>
<th>Cones disc</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rank Transform (RT)</td>
<td>68.7</td>
<td>1268 M</td>
<td>14.4</td>
<td>23.2</td>
<td>32.1</td>
<td>7.01</td>
<td>17.1</td>
<td>18.7</td>
</tr>
<tr>
<td>Rank Transform + prior model</td>
<td>36.2</td>
<td>675 M</td>
<td>13.3</td>
<td>22.2</td>
<td>30.3</td>
<td>6.29</td>
<td>16.4</td>
<td>17.2</td>
</tr>
<tr>
<td>Hierarchical RT</td>
<td>50.3</td>
<td>928 M</td>
<td>9.2</td>
<td>18.2</td>
<td>21.3</td>
<td>5.87</td>
<td>15.1</td>
<td>14.9</td>
</tr>
<tr>
<td>Hierarchical RT + prior model</td>
<td>31.2</td>
<td>583 M</td>
<td>7.8</td>
<td>17.1</td>
<td>18.9</td>
<td>5.01</td>
<td>14.3</td>
<td>13.8</td>
</tr>
<tr>
<td>SAD (11x11)</td>
<td>67.9</td>
<td>1252 M</td>
<td>19.6</td>
<td>27.2</td>
<td>34.0</td>
<td>12.1</td>
<td>21.0</td>
<td>22.0</td>
</tr>
<tr>
<td>LSTDP [16]</td>
<td>0.73</td>
<td>13.5 M</td>
<td>11.1</td>
<td>16.4</td>
<td>23.4</td>
<td>6.39</td>
<td>11.8</td>
<td>13.5</td>
</tr>
<tr>
<td>GORDP [17]</td>
<td>3.26</td>
<td>60 M</td>
<td>9.03</td>
<td>16.8</td>
<td>18.4</td>
<td>13.1</td>
<td>20.1</td>
<td>20.1</td>
</tr>
</tbody>
</table>

Figure 4: Disparity maps by the proposed algorithm for Cones and Teddy images. (a) Proposed method (RT+hierarchical+prior model), (b) RT+hierarchical, (c) RT+prior model, (d) RT only.