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ABSTRACT
This paper addresses the problem of jointly estimating the statistical distribution and segmenting multiple-tissue high-frequency ultrasound images. The distribution of multiple-tissue images is modeled as a spatially coherent finite mixture of heavy-tailed Rayleigh distributions. Spatial coherence inherent to biological tissues is introduced into the model by enforcing local dependence between pixels. An original Bayesian algorithm combined with a Markov chain Monte Carlo method is then derived to jointly estimate the mixture parameters and a label vector associating each voxel to a tissue. Precisely, a hybrid Metropolis-within-Gibbs sampler is proposed to draw samples that are asymptotically distributed according to the posterior distribution of the Bayesian model. These samples are then used to compute the Bayesian estimators of the model parameters. Simulation results are conducted on synthetic data to illustrate the performance of the proposed estimation strategy. The method is then successfully applied to the segmentation of an in-vivo lesion in a high frequency 3D ultrasound image.

Index Terms—Heavy-tailed Rayleigh distribution, mixture model, Potts-Markov field, Bayesian estimation, Gibbs sampler.

1. INTRODUCTION
Ultrasound imaging is a longstanding medical imaging modality with important applications in diagnostics, preventive examinations, therapy and image-guided surgery. Recent advances in high frequency transducers and 3D probes have opened new opportunities for this modality in dermatological oncology, where ultrasound images are increasingly used for lesion assessment. This evaluation relies on two manual segmentation measures: the depth of the lesion and the number of skin layers that has been invaded.

Despite the extensive literature on the subject, automatic segmentation of ultrasound images is still a challenging task and a focus of considerable research efforts. A detailed survey of the state of the art up to 2006 is provided in [1]. Recent works have proposed the application of Bayesian mixture models to ultrasound image segmentation. Cardinal et al. proposed an intravascular segmentation method based on a Rayleigh mixture model [2]. This work was extended to non-Rayleigh images by Destrempes et al. [3], who proposed a carotid artery segmentation method based on a Nakagami mixture. In both cases the estimation of the mixture parameters and the segmentation of voxels were performed separately. First, the parameters of the mixture model were estimated using the expectation-maximization (EM) algorithm under the assumption that voxels are independent. Then, voxel classification was performed conditionally to the mixture parameters using region-based segmentation algorithms. In both cases the segmentation was initialized using a manual solution.

This paper addresses the problem of jointly estimating the parameters of the mixture model and the classification of voxels in 2D and 3D skin ultrasound images. Ultrasound images are modeled as a heavy-tailed Rayleigh mixture, as in [4]. This model, which originally described voxel classes independently, is now equipped with a Markov random field (MRF) that takes into account the spatial correlation inherent to biological tissues. MRFs have shown interesting properties to model spatial correlation in images [5]. The main contribution of this paper is to show that MRFs are appropriate to ultrasound images whose statistical properties are described by mixtures of α-Rayleigh distributions.

2. PROBLEM STATEMENT
The mixture model used in this paper to describe ultrasound image voxels has been presented in detail in [4]. Some elements of this model are recalled in this section for consistency. Recent works on scattering in biological tissues have shown that the α-Rayleigh distribution is appropriate to model the distribution of skin ultrasound image voxels [6]. This paper considers the case where the ultrasound image can be divided into multiple regions (or classes) associated with different biological tissues, each with its own echogenicity and therefore its own speckle statistics. As a consequence, the observed ultrasound image envelope r is assumed to be by an α-Rayleigh stationary process with piecewise constant parameters.

Equivalently, each ultrasound image voxel is a mixture of K α-Rayleigh distributions, where K is the number of classes in the image and \(w_k\) represents the relative weight (or proportion) of the \(k\)th class. More precisely, we assume there is a set of \(K\) stationary classes \(\{C_1, ..., C_K\}\) with proportions \(\{w_1, ..., w_K\}\) such that

\[
r_n \sim \sum_{k=1}^{K} w_k \alpha R(\alpha_k, \gamma_k)
\]

where \(r_n \in \mathbb{R}^+\) is the \(n\)th image voxel and \(\alpha R(\alpha_k, \gamma_k)\) denotes the \(\alpha\)-Rayleigh distribution with parameters \(\alpha_k\) and \(\gamma_k\) (associated with the class \(C_k\)). Note that the number of classes \(K\) is assumed to be known in this study. This assumption is based on the fact that sonography technicians can quickly assess the number of tissues within a region of interest by visual inspection. A Bayesian model was introduced in [4] to estimate the \(\alpha\)-Rayleigh mixture model parameters \(\alpha = (\alpha_1, ..., \alpha_K)^T\) and \(\gamma = (\gamma_1, ..., \gamma_K)^T\) and the class of each voxel of an ultrasound image. The next section generalizes this Bayesian model to exploit spatial correlations between adjacent voxels of the image.
3. BAYESIAN MODEL

In order to characterize the class of the \( n \)th image voxel, we introduce a label vector \( z = \{ z_1, \ldots, z_N \} \) such that \( z_n = k \) if and only if \( r_n \in C_k \). This label vector will allow one to characterize each image observation and to discriminate different kinds of tissues. This section defines a Bayesian model associated with the unknown parameter vector \( \theta = (\alpha^T, \gamma^T, z^T)^T \) for a mixture of \( \alpha \)-Rayleigh distributions. This model requires to define the likelihood of the observation vector \( r \) and the priors for the unknown parameters.

3.1. Likelihood

Assuming that the observations \( r_n \) are conditionally independent and using the mixture model (1), the likelihood of the proposed Bayesian model can be written as in [4]

\[
p(r|\theta) = \prod_{k=1}^{K} \prod_{n|z_n=k} p_{\alpha,R}(r_n|\alpha_k, \gamma_k) \tag{2}
\]

where

\[
p_{\alpha,R}(r_n|\alpha_k, \gamma_k) = r_n \int_0^\infty \lambda \exp\left[-(\gamma_k \lambda)^{\alpha_k}\right] J_0(r_n \lambda) \, d\lambda \tag{3}
\]

and where \( J_0 \) is the 0th order Bessel function of the first kind.

3.2. Parameter priors

3.2.1. Labels

We propose in this paper to exploit the spatial coherency inherent to biological tissues. More precisely, it is natural to consider that there is some correlation between the characteristics of a given voxel and those of its neighbors. Since the seminal work of Geman [7], MRFs have become very popular to introduce spatial correlation in images. MRFs assume that the distribution of a pixel conditionally to all other pixels of the image equals the distribution of this pixel conditionally to its neighbors. Consequently, it is important to properly define the neighborhood structure. The neighborhood relation between two pixels (or voxels) \( i \) and \( j \) has to be symmetric: if \( n \) is a neighbor of \( m \) then \( m \) is also a neighbor of \( n \). There are several neighborhood structures that have been used in the literature. In the bidimensional case, neighborhoods defined by the four or eight nearest voxels represented in Fig. 1 are the most commonly used. Similarly, in the tridimensional case the most frequently used neighborhoods are defined by the six or fourteen nearest voxels represented in Fig. 2. In the rest of this paper 4-pixel neighborhood will be considered for 2D images and 6-voxel neighborhoods for 3D images. Therefore, the associated set of neighbors, or cliques, have only vertical, horizontal and depth possible configurations (see [7, 8] for more details).

Once the neighborhood structure has been established, the MRF can be defined. Let \( z_n \) denote the random variable indicating the class of the \( n \)th image voxel. In the case of \( K \) classes, the random variables \( z_1, z_2, \ldots, z_N \) take their values in the finite set \( \{1, \ldots, K\} \). The whole set of random variables \( z_1, z_2, \ldots, z_N \) forms a random field. An MRF is then defined when the conditional distribution of \( z_n \) given the other pixels \( z_{-n} = (z_1, \ldots, z_{n-1}, z_{n+1}, \ldots, z_N) \) only depend on its neighbors \( z_{V(n)} \), i.e.,

\[
P[z_n|z_{-n}] = P[z_n|z_{V(n)}] \tag{4}
\]

where \( V(n) \) is the considered neighborhood structure.

3.2.2. \( \alpha \)-Rayleigh parameters

The priors used for the parameters \( \alpha_k \) and \( \gamma_k \) \( (k = 1, \ldots, K) \) have been introduced and motivated in [4]: \( \alpha_k \) has a uniform distribution on \((0,2)\)

\[
\alpha_k \sim U(0,2) \tag{6}
\]
since the interval $(0, 2)$ covers all possible values of this parameter. The prior for the spread $\gamma_k$ is a conjugate inverse gamma distribution with hyperparameters $a_0$ and $b_0$

$$
\gamma_k \sim IG(a_0, b_0), \quad k = 1, \ldots, K
$$

(7)

where the hyperparameters are fixed in order to obtain a vague prior ($a_0 = 1$ and $b_0 = 1$ will be used in our simulations). Assuming a priori independence between the parameters $\alpha_k, \gamma_k$ and $z$ the following result is obtained

$$
p(\theta) = p(\alpha)p(\gamma)p(z) = \prod_{k=1}^{K} p(\alpha_k)p(\gamma_k)p(z).
$$

(8)

### 3.3. Posterior Distribution of $(\theta, z)$

Using Bayes theorem the posterior distribution of $\theta$ can be expressed as follows

$$
p(\theta | r) \propto p(r | \alpha, \gamma, z)p(\alpha)p(\gamma)p(z)
$$

(9)

where the likelihood $p(r | \theta)$ and the prior distribution $p(\theta)$ have been defined in (2) and (8), respectively. Unfortunately the posterior distribution (9) is too complex to derive the minimum mean square error (MMSE) or maximum a posteriori (MAP) estimators of the unknown parameters $\alpha, \gamma$ and $z$. One can think of using the EM algorithm that has received much attention for mixture problems (see [2, 3] for applications to ultrasound images). However, the EM algorithm cannot be used easily for mixtures of $\alpha$-Rayleigh distributions since the expectation of (9) is not defined if there is at least one characteristic index $\alpha_k < 1$. Also, as explained in [16, p. 259], the EM algorithm suffers from the initialization issue and can converge to local maxima or saddle points of the log-likelihood function. An interesting alternative is to use an MCMC method generating samples that are asymptotically distributed according to the target distribution (9) [15]. The generated samples are then used to approximate the Bayesian estimators. This strategy has been used successfully in many image processing applications [17–21]. One sampling technique allowing the parameters of ultrasound images to be estimated is studied in the next section.

### 4. HYBRID GIBBS SAMPLER

This section studies a hybrid Metropolis-within-Gibbs sampler that generates samples that are asymptotically distributed according to (9). The conventional Gibbs sampler draws samples according to the conditional distributions associated with the distribution of interest (here the posterior (9)). When a conditional distribution cannot be sampled easily, one can resort to a Metropolis-Hastings move, which generates samples according to an appropriate proposal and accept or reject these generated samples with a given probability. The resulting sampler is referred to as Metropolis-within-Gibbs sampler (see [15] for more details about MCMC methods). The sampler investigated in this section is based on the conditional distributions $P[z | \alpha, \gamma, r], p(\alpha | z, \gamma, r)$ and $p(\gamma | z, \alpha, r)$ that are provided in the next paragraphs.

### 4.1. Approximation of the Likelihood

Evaluating the likelihood function defined in (2) involves the computation of (11) and (12) have been studied in [22].

$$
p_{\alpha\gamma}(r_n | \alpha_k, \gamma_k) = \sum_{p=0}^{P} a_p r_n^{2p+1} + o\left(r_n^{2(P+1)+1}\right)
$$

(11)

as $r_n \to 0$ and

$$
p(r_n | \alpha_k, \gamma_k) = \frac{P}{b_p r_n^{-\alpha_k P-1} + o\left(r_n^{-\alpha_k P-1}\right)}
$$

(12)

as $r_n \to \infty$ where the coefficients $a_p$ and $b_p$ are

$$
a_p = \left(\begin{array}{c}
\alpha_k \\
\gamma_k
\end{array}\right) \left(\begin{array}{c}
-1 \\
0
\end{array}\right)^p \Gamma\left(2n + 2 \alpha_k\right)\gamma_k^{-2n-1}
$$

$$
b_p = \left(\begin{array}{c}
-1 \\
0
\end{array}\right)^p \frac{\Gamma\left(2n + 2 \alpha_k\right)\gamma_k^{-2n-1}}{\Gamma\left(2n + 2 \alpha_k\right)}
$$

The choice of $P$ and other considerations regarding the implementation of (11) and (12) have been studied in [22].

### 4.2. Conditional probability $P[z | \alpha, \gamma, r]$ for each pixel or voxel $n \in \{1, 2, \ldots, N\}$, the class label $z_n$ is a discrete random variable whose conditional distribution is fully characterized by the probabilities

$$
P[z_n = k | z_{-n}, r_n, \alpha_k, \gamma_k] \propto p(r_n | z_n = k, \alpha, \gamma)p(z_n | z_{-n})
$$

(13)

where $k = 1, \ldots, K$ and where it is recalled that $K$ is the number of classes and $z_{-n}$ is the vector $z$ whose $n$th element has been removed. These posterior probabilities can be expressed as

$$
P[z_n = k | z_{-n}, r_n, \alpha_k, \gamma_k] \propto \exp\left[\sum_{n' \in V(n)} \beta \delta(z_n - z_{n'})\right] r_n \int_{0}^{\infty} \lambda \exp\left[-(\gamma_k \lambda)^{\alpha_k}\right] J_0(r_n, \lambda) d\lambda
$$

(14)
Note that the posterior probabilities of the label vector $z$ in (14) define an MRF. Sampling from this conditional distribution can be achieved by drawing a discrete value in the finite set $1, \ldots, K$ with probabilities (14). The integral $\int r_n \exp \left\{ - (\gamma_k \lambda)^{t-1} \right\} J_0(r_n \lambda) d\lambda$ is computed using the approximations presented in paragraph 4.1.

4.3. Conditional probability density function $p(\alpha|\gamma, z, r)$

The conditional density $p(\alpha|\gamma, z, r)$ can be expressed as follows

$$p(\alpha|\gamma, z, r) \propto p(r|\alpha, \gamma, z)p(\alpha)$$

where $p(r|\alpha, \gamma, z)$ is defined in (2) and $p(\alpha) = \prod_{k=1}^{K} p(\alpha_k)$. The generation of samples according to $p(\alpha|\gamma, z, r)$ is not easy to perform. We propose in this paper to sample $\alpha$ coordinate-by-coordinate using Metropolis-Hastings (MH) moves, leading to a Metropolis-within-Gibbs algorithm as in [4]. Note that the likelihoods $p_{\alpha, \mathcal{R}}(r_n|\alpha_k, \gamma_k)$ and $p_{\alpha, \mathcal{R}}(r_n|\alpha_k, \gamma_k^{(t-1)})$ have been computed using the approximations described in paragraph 4.1.

4.4. Conditional probability density function $p(\gamma|\alpha, z, r)$

The conditional density $p(\gamma|\alpha, z, r)$ can be expressed as follows

$$p(\gamma|\alpha, z, r) \propto p(r|\alpha, \gamma, z)p(\gamma)$$

where $p(r|\alpha, \gamma, z)$ is defined in (2) and $p(\gamma) = \prod_{k=1}^{K} p(\gamma_k)$. Again, the generation of samples according to this distribution is not easy. Consequently, we propose to update each component of $\gamma$ by using an MH move. The proposal distribution associated with this move is a normal distribution centered on the previous value of the chain with variance $\sigma^2$

$$\gamma_k \sim \mathcal{N} \left( \gamma_k^{(t-1)}, \sigma^2 \right).$$

This strategy is referred to as random walk MH algorithm, as in [4]. Again, the likelihoods $p_{\alpha, \mathcal{R}}(r_n|\alpha_k, \gamma_k)$ and $p_{\alpha, \mathcal{R}}(r_n|\alpha_k, \gamma_k^{(t-1)})$ have been computed using the approximations described in paragraph 4.1.

5. SIMULATIONS RESULTS

This section presents experimental results conducted on synthetic and real data to assess the performance of the proposed $\alpha$-Rayleigh mixture model and the associated Bayesian estimation algorithm.

5.1. Synthetic Data

The proposed algorithm was first applied to a synthetic 3-component $\alpha$-Rayleigh mixture displayed in Fig. 4(a). The parameters associated with the mixture components of the 3 different 2D regions are $\alpha = [1.99; 1.99; 1.99]$ and $\gamma = [1.5; 10]$. Figure 4(b) shows the resulting observation vector $r$, which is the only input provided to the algorithm. Note that the different observations are clearly spatially correlated. The proposed Gibbs sampler has been run for this example using a two dimensional random field with a 4-pixel neighborhood structure. The averaged MMSE estimates and the corresponding standard deviations for the different parameters are reported in Table 1. These estimates have been computed from a single Markov chain of 25,000 iterations whose first 100 iterations (burn-in period) have been removed. The estimated parameters are clearly in good agreement with the actual values of the $\alpha$-Rayleigh mixture components. Figure 4(c) shows the class labels estimated by the MAP rule applied to the last samples of the Markov chain. The three classes are recovered even if there are a few misclassifications due to the complexity of the problem.

![Fig. 4. (a) True labels, (b) observations r, (c) MAP estimates for a 3-class mixture.](image)

### Table 1. Parameter estimation

<table>
<thead>
<tr>
<th>Parameter</th>
<th>True Value</th>
<th>MMSE Estimates</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_1$</td>
<td>1.99</td>
<td>1.99</td>
<td>0.002</td>
</tr>
<tr>
<td>$\alpha_2$</td>
<td>1.99</td>
<td>1.99</td>
<td>0.003</td>
</tr>
<tr>
<td>$\alpha_3$</td>
<td>1.80</td>
<td>1.79</td>
<td>0.006</td>
</tr>
<tr>
<td>$\gamma_1$</td>
<td>1.00</td>
<td>1.00</td>
<td>0.003</td>
</tr>
<tr>
<td>$\gamma_2$</td>
<td>5.00</td>
<td>5.01</td>
<td>0.025</td>
</tr>
<tr>
<td>$\gamma_3$</td>
<td>10.00</td>
<td>9.96</td>
<td>0.036</td>
</tr>
</tbody>
</table>

5.2. Application to real data

After validating the proposed Gibbs sampler on synthetic data, this section applies the proposed algorithm to the segmentation of a skin lesion. This experiment was conducted using a 3D high frequency ultrasound image of in-vivo skin tissues, acquired at 100MHz with a focalized 25MHz 3D probe. Fig. 5(a) shows a skin lesion outlined by the red rectangle. This region is displayed with coarse expert annotations in figure 5(b). It should be noted that annotations are used to locate the lesion and do not represent ground truth. The proposed Bayesian algorithm was used to label each voxel of an ultrasound image as healthy or lesion tissue. The estimated labels obtained using a bidimensional random field with granularity coefficient $\beta = 1$ are displayed in figure 5(c). For comparison purposes figure 5(d) shows the estimation results when labels are considered a priori independent, as in [4]. Due to the proposed MRF prior for the labels, the spatial correlations between image voxels are clearly recovered.

Furthermore, the proposed algorithm was also applied in three dimensions using a tri-dimensional random field with granularity coefficient $\beta = 1$. Three slices of the 3D B-mode image associated with the region of interest depicted in figure 5(a) are shown in figures 6(a), 6(b) and 6(c). Figures 6(d), 6(e) and 6(f) show the results obtained when labels are considered a priori independent, as in [4]. The labels estimated with the proposed 3D method are displayed in figures 6(g), 6(h) and 6(i) where healthy voxels are represented in white and lesion voxels in red. We observe that most of the MAP labels are in very good agreement with the expert annotations. The improvement obtained from considering correlations in the third dimension can be assessed by comparing figures 5(c) and 6(h), which have been computed from the same data slice. We observe that using a 3D MRF reduces significantly the number of misclassifications and improves the agreement with the expert annotations.

6. CONCLUDING REMARKS

A spatially coherent finite mixture of $\alpha$-Rayleigh distributions was proposed to represent the distribution of envelope ultrasound images backscattered from multiple tissues. This work extends the mixture...
Fig. 5. Log-compressed ultrasound images of skin lesion and the corresponding estimated labels (healthy = white, lesion = red). Figure (c) proposed 2D algorithm, (d) algorithm of [4].

Fig. 6. Log-compressed ultrasound images of skin lesion and the corresponding estimated labels (healthy = white, lesion = red). Figures (d)-(f) show the results obtained by considering that voxel labels are independent, as in [4]. Figure (g)-(i) shows the results obtained with the proposed 3D Markov random field (MRF) method.

works include the study of estimation algorithms for the granularity coefficient defining the Markov random field prior.
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