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ABSTRACT
This paper develops a methodology to optimize sigmoid function parameters based on a weighted sum of two objective measures, which are the perceptual evaluation of speech quality (PESQ) measure and the log-likelihood ratio (LLR) measure. The sigmoid function has been investigated for speech enhancement as an alternative gain function to the conventional MMSE function and the spectral subtraction function. The benefit of using this function is that it has tunable parameters for both its slope and its mean. It also provides a potential to preserve more speech signal at high SNR level. The SNR estimate and the gain function impact the value of the objective measures such as PESQ and LLR, and provide varying subjective quality. Thus, by studying the relationship between the SNR estimate and the gain function, the performance of a single channel speech enhancement scheme can be optimized. Here, we aim to optimize the parameters of sigmoid function for different types of noise conditions and SNRs. Subjective listening tests demonstrate a significant improvement in the objective measures with proper choice of parameters.

1. INTRODUCTION
Many solutions have been proposed over the years to enhance speech signals under the influence of noise, particularly the spectral subtractive (SS) based algorithms [2, 3, 7] and the Log-MMSE methods [6]. It is well known that these solutions have a “classic trade-off” between SNR and speech distortion [12]. Moreover, SS based algorithms are prone to generating speech artifacts commonly known as “musical tones”, a phenomenon due to errors in noise statistics estimation [12]. The challenge in noise estimation is to control the update so it is not affected by the speech. Consequently, when speech is coming into the noise estimate, it will be biased. One of the solutions for noise estimation is by employing voice activity detection (VAD) based algorithms [5]. However, VAD often miss-detect speech onsets at low SNR and cause the noise estimate to be affected by the speech energy [4]. There are a multitude of methods suggested for the control of noise update [4, 8, 13]. All of them can be employed in this work but we assume an ideal estimation in order to highlight the work in this study.

The use of the sigmoid (SIG) function for speech enhancement has been proposed in [10]. The study showed that SIG function has benefits for hearing impaired people. A more comprehensive description of the use of the SIG function for speech enhancement is found in [1]. Even though both [1, 10] use the apriori SNR estimation in the gain function, they did not provide a clear picture on how the mean and the slope should be estimated. Sigmoid functions naturally map the SNR estimate into a gain function between zero and one. Thus, in this paper, we propose to investigate the optimization of the parameters in SIG function in order to have a full use of the gain function and its applicability over a wide range of scenarios. More specifically, SIG function is optimized based on the perceptual evaluation of speech quality (PESQ) measure and the log-likelihood ratio (LLR) measure. Both of these measures correlates well with subjective listening evaluations when compared to other objective measures [9]. This has also been verified in subjective evaluations.

A main task for practical usage of speech enhancement techniques is how they map an SNR measure into the gain function which is applied on the input data. The posteriori SNR and the apriori SNR are the common SNR measures used for this task. The apriori SNR is more complex to use since it involves the access to the original speech signal or the need to provide an estimate of the original speech signal. Thus, instead of using the apriori SNR as in [1, 10], we propose to use the posteriori SNR estimate. This estimate provides an efficient way to optimize the mean and the slope of the SIG function as well as the noise floor.

The contributions in this paper include the direct use of the posteriori SNR in the SIG function and the establishment of the relationship between the SNR estimate and the gain functions. This study has direct impact for other speech enhancement techniques and gives a framework for finding new and improved enhancement functions.

2. SINGLE CHANNEL SPEECH ENHANCEMENT
Consider a noisy signal in discrete time domain to be expressed as

\[ x(n) = s(n) + v(n) \]  

(1)

where \( s(n) \) is the clean speech signal and \( v(n) \) is the additive noise. Both speech and noise are assumed to be uncorrelated. By using either a Short Time Fourier Transform (STFT) or a filter bank, the observed signal can be transformed to the frequency domain and can be represented as

\[ X(k,m) = S(k,m) + V(k,m) \]  

(2)

where \( k = 1,2,...,K \) denotes the frequency bin index, \( m = 1,2,...,M \) denotes the time frame index, \( K \) is the number of bands and \( M \) is the total number of frames. Here, \( X(k,m) \), \( S(k,m) \) and \( V(k,m) \) denote the short-time spectral components of \( x(n) \), \( s(n) \) and \( v(n) \), respectively.

The profound task for a single channel speech enhancement scheme is to estimate the original speech signal from
the noisy speech signal. It involves estimating the speech signal spectrum by applying an adaptive gain function to every frequency bin and time index of the noisy signal spectrum

$$\hat{S}(k,m) = H(k,m)X(k,m)$$  \hspace{1cm} (3)

where $\hat{S}(k,m)$ is the estimated speech signal spectrum and $H(k,m)$ is the suppression function. Although many noise suppression gain functions $H(k,m)$ have been proposed in literature, they commonly can be expressed as the function of an SNR estimate, such as the apriori SNR $\xi(k,m)$ and the posteriori SNR $\gamma(k,m)$ given by

$$\xi(k,m) = \frac{E\{|S(k,m)|^2\}}{E\{|V(k,m)|^2\}}$$  \hspace{1cm} (4)

and

$$\gamma(k,m) = \frac{E\{|X(k,m)|^2\}}{E\{|V(k,m)|^2\}}$$  \hspace{1cm} (5)

where $E\{|S(k,m)|^2\}$, $E\{|X(k,m)|^2\}$ and $E\{|V(k,m)|^2\}$ are the power spectrum of the clean speech, the noisy speech, and the noise, respectively. The noise power spectrum can be estimated during speech pauses. The enhanced speech signal is obtained as

$$s(n) = \text{ISTFT}[\hat{S}(k,m), \exp(j\phi(X(k,m)))$$  \hspace{1cm} (6)

where $|.|$ denotes the magnitude of the estimated speech signal spectrum. The original noisy phase remains the same.

3. SNR ESTIMATION AND GAIN FUNCTION

In a short-time time-frequency interval, the background noise statistics can be assumed to be stationary whilst the speech statistics are non-stationary. By relating the posteriori SNR in Eq. (5) to this assumption, both the background noise spectra and the noisy speech spectra can be estimated by a long term-averaging and a short-term averaging, respectively. This can be done by using the first-order recursive smoothing filter with different time-related smoothing constants. In this work, the amplitude spectrum has been used since the power spectrum estimate tends to increase the musical noise in the enhanced speech. In this case, the posterior SNR can be estimated as

$$\gamma(k,m) = \frac{\hat{\lambda}_X(k,m)}{\hat{\lambda}_V(k,m)}$$  \hspace{1cm} (7)

where both the speech estimate $\hat{\lambda}_X(k,m)$ and the noise estimate $\hat{\lambda}_V(k,m)$ can be obtained as

$$\hat{\lambda}_X(k,m) = \alpha_X \hat{\lambda}_X(k,m-1) + (1 - \alpha_X)|X(k,m)|$$  \hspace{1cm} (8)

$$\hat{\lambda}_V(k,m) = \alpha_V \hat{\lambda}_V(k,m-1) + (1 - \alpha_V)|V(k,m)|$$  \hspace{1cm} (9)

and $\alpha_V$ and $\alpha_X$ are the smoothing constants for noise and speech, respectively. These constants are obtained from

$$\alpha_X = \exp \left( -\frac{2.2R}{t_s f_s} \right)$$  \hspace{1cm} (10)

and

$$\alpha_V = \exp \left( -\frac{2.2R}{t_s f_s} \right)$$  \hspace{1cm} (11)

where $R$ is the frame rate, $f_s$ is the sampling rate and $t_s$ denotes the time averaging constant for both speech and noise, respectively. A longer averaging time in these estimates leads to a lower variance in the estimates. The distribution of the SNR estimate is determined by the short-term estimate, which is the speech estimate $\hat{\lambda}_X(k,m)$. In order to get a low variability of the SNR estimate, it is necessary for $\hat{\lambda}_X(k,m)$ to have relatively low variations. However, this is contradictory to maintaining fast variations from the speech signal since too much averaging in SNR estimate will produce muffled speech and give echo.

The SNR estimate can be mapped by the speech estimation gain function such that noise components will be attenuated and speech components will be maintained. In this case, the parameters of the gain function can be tuned. It is also natural for a gain function to operate between zero and one.

In this paper, two gain functions have been studied. We consider the well-known SS function, $H_{sp}(k,m)$, given by

$$H_{sp}(k,m) = \max \left( \varepsilon, 1 - \frac{\beta}{\hat{\gamma}(k,m)} \right)$$  \hspace{1cm} (12)

where $\beta$ and $p$ are the oversubtraction factor and the power factor, respectively. The factor $\beta$ is used to control the amount of speech spectral distortion, while the power factor $p < 1$ can be used to achieve high noise suppression under low SNR [11]. In addition to that, a lower $p$ value can also allow more variations in the noise estimate. However, for $p < 1$, the gain function at high SNR region will also be attenuated and will not approach unity gain. Thus, the noise floor $\varepsilon$ is introduced to control the amount of perceived residual noise and to avoid annoying musical noise [2]. The amount of musical noise is depending on the slope of the gain function and how often the SNR values during noise only periods come above the noise floor. A lower $\varepsilon$ threshold can be chosen for a larger $\beta$ value, which gives higher noise suppression with little musical noise, but at the same time suppresses low energy speech parts.

In order to provide a higher flexibility for speech enhancement and to control the shape of the gain function, the SIG gain function is investigated

$$H_{sig}(k,m) = \max \left( \varepsilon, 1 + \exp \left[ -a \left( \hat{\gamma}(k,m) - c \right) \right] \right)$$  \hspace{1cm} (13)

or

$$H_{sig}(k,m) = \max \left( \varepsilon, 1 - \frac{1 - \tanh \left( \frac{a(\hat{\gamma}(k,m) - c)}{2} \right)}{2} \right)$$  \hspace{1cm} (14)

where $a$ and $c$ are the slope and the mean respectively. This function allows control of the SIG function’s mean and slope. As such it provides a mean to suppress the noise as well as to maintain the unity gain at high SNR region.

The parameters of a gain function are optimized in terms of the level of noise suppression and the amount of musical noise generated. As such, the gain function has high sensitivity to changes in the SNR estimates when speech is active but have a constant value for noise only periods. According to Figure 1, which plots the PDF of SNR estimate for white noise at 938 Hz mapped with several gain functions, the SNR estimate at noise only periods is distributed approximately between 0.5 and 1.5. This means that attenuation
shall only be performed when the SNR estimate falls within that region. For SIG function in Eq. (13) or (14), by mapping the gain function to the SNR estimate, the parameters \( a \) and \( c \) can be optimized for varying noise types and SNRs. The mean value \( c \) can be optimized based on objective evaluation and the SNR estimate, while the slope \( a \) is more of a challenge since a larger \( a \) indicates more speech distortion while a smaller \( a \) indicates lower noise reduction. Furthermore, the optimization problem is exacerbated by the type of noise that corrupts the noisy speech. Thus, it is important to understand how general a selection of parameters is.

4. OPTIMIZATION

The single channel speech enhancement is a system which contains a set of parameters that cannot be estimated ad hoc. This paper aims to optimize the parameters in the gain function based on a proposed multi-objective optimization algorithm, which can be formulated as

\[
\max_a \ w \text{PESQ} - (1 - w) \text{LLR} \tag{15}
\]

where \( w \) denotes the trade off between the two objective measures, \( 0 \leq w \leq 1 \). Here, we choose \( w = 0.5 \). PESQ and LLR measures were used as the criteria of the optimization problem. PESQ measure has been proposed in ITU-T Recommendation P.862 and has recently been suggested to be more reliable than other traditional objective measures for speech quality [9]. It was implemented based on the steps in [12], which consists of pre-processing and filtering, time alignment, auditory transformation, computation of the difference between loudness spectra and time averaging of both reference and test signals. A higher PESQ score yields a better perceived speech quality [12]. Whilst LLR measure, which was reported in [9] as a reliable objective measure for speech distortion, is one of the speech quality objective measures that evaluate the dissimilarity of the all-pole models between the clean and the processed speech signals [12],

\[
d_{\text{LLR}} \left( \vec{l}_c, \vec{l}_p \right) = \frac{\vec{l}_c \text{R} \vec{l}_c^T}{\vec{l}_c \text{R} \vec{l}_p^T} \tag{16}
\]

where \( \vec{l}_c \) and \( \vec{l}_p \) are the linear predictive coding (LPC) coefficients of the clean speech signal and the processed speech signal respectively, and \( \text{R} \) is the autocorrelation matrix of the clean speech signal. A lower LLR score indicates a better speech quality.

We begin with the evaluation of (i) SS function with power spectrum estimates (SS1); (ii) SS function with amplitude spectrum estimates (SS2); and (iii) SIG function. By mapping the gain functions to the PDF of SNR estimate as shown in Figure 1, parameters \( \beta, a \) and \( c \) were chosen such that the gain functions would stay constant during noise only periods to avoid musical noise. Since the SNR estimate is distributed mainly between 0.5 and 1.5 during noise only periods, the gain functions should be constant up to \( \text{SNR} = 1.5 \) in order to minimize the amount of musical noise. With this in mind, the parameters for SS1 and SS2 are optimized based on the mapping of the gain functions to the fitted distribution in Figure 1, the objective measures (PESQ and LLR) and the informal listening tests. Hence, the optimal parameters are \( \beta = 1.9 \) for SS1 with \( p = 2 \), and \( \beta = 1.3 \) for SS2 with \( p = 1 \). This is consistent with the findings in [12] that the overshubtraction factor should range from 1.3 to 2.0 for low SNR conditions. The noise floor for the gain functions was set as a constant value \( \epsilon = -20 \, \text{dB} \).

For SIG function, from an exhaustive study based on the similar procedure used for SS function, we have obtained the optimized mean value as \( c = 1.7 \) from the distribution of SNR estimate. The slope can be set to \( a = 7 \) to achieve the same amount of noise suppression when compared to SS1 and SS2 as shown in Figure 1. However, in order to find the optimal performance of SIG function in different noise conditions and SNRs, we optimize \( a \) based on the objective function defined in Eq. (15).

5. EXPERIMENTAL RESULTS

The evaluation of the speech enhancement gain functions was done by using a database of noisy speech corpus named NOIZEUS [12]. The database contains 30 IEEE sentences produced by 3 male and 3 female speakers and corrupted by 8 different types of noise at global SNR levels of 0 dB, 5 dB, 10 dB and 15 dB. In this work, white noise, pink noise and factory noise were used for evaluation.

The recursive averaging constant were chosen as \( \alpha_0 = 0.9912 \) with 1 second averaging time and \( \alpha_0 = 0.8636 \) with a 60 milliseconds averaging time. The frame size were chosen to be \( K = 256 \) with frame rate \( R = 64 \) corresponding to 75% overlap. A sampling frequency of \( f_s = 8000 \, \text{Hz} \) and a 256 points Hamming Window were applied.

By using the cost function as defined in Eq. (15), the optimal points for SIG function (SIGopt) at different noise conditions and SNRs were searched. Tables 1, 2, and 3 show the mean value for 30 NOIZEUS sentences corrupted by white, pink and factory noise, respectively. In these three tables, SIGopt at different SNRs and noise conditions are compared to the corresponding results obtained from the the noisy signal, SS1 and SS2. The optimum points for SIG function with the corresponding slope value \( a \), which were obtained from the optimization cost function, can be identified from Figure 2. As observed, with the flexibility of the parameters \( a \) and \( c \), the optimal values of SIGopt are much higher than the results of both the SS functions. However, for pink noise at \( \text{SNR} = 0 \, \text{dB} \), the performance of SIG is slightly lower than SS1 and SS2. Despite that, the tables show that there are still a significant improvement between SIGopt at 0 dB SNR and the noise floor.
pink noise and the noisy signal. The possible solution to increase the objective scores for SIG function at 0 dB SNR pink noise is to increase its mean value, \( c \). Besides that, we can also observe that the optimal \( a \) becomes smaller with the increasing of SNR. This is because the cost function finds the optimal points of the gain function that minimize speech distortion. Although a larger \( a \) leads to a higher noise reduction, it will increase the amount of speech distortion in the enhanced speech signals. This indicates that the gain function can be less aggressive at higher SNR for lower speech distortion.

Tables 4 - 6 show the results from LLR measure whilst Tables 7, 8, and 9 show the PESQ scores. Similarly, for both individual objective measures, the performance of SIGopt is slightly better than the performance of SS1 and SS2 except for 0 dB SNR pink noise that acts as an outlier in these results. From the tables, it can be observed that both measures show similar behaviour in defining the quality of a speech signal in terms of speech distortion.

In order to validate the performance of objective measures, informal subjective subjective listening tests have been performed in factory noise at both 0 dB and 10 dB SNRs. The listening tests have been conducted with ten listeners. According to the amount of perceived noise and speech distortion, each listener was required to rate each signal from a scale between one and five: 5 = Excellent, 4 = Good, 3 = Fair and 1 = Bad. All listener results were averaged to represent the mean opinion score (MOS) as described in [12]. The test were conducted with closed-headphone. For each listeners, the applied procedures are: (1) clean speech and noisy speech were played and repeated upon request; (2) test signals were randomly played. The used parameters are: \( b = 1.9 \) for SS1, \( b = 1.3 \) for SS2, \( a = 1.1, c = 1.7 \) for SIG at 0 dB factory noise, and \( a = 1.7, c = 1.7 \) for SIG at 10 dB factory noise.

Table 10 shows the subjective MOS results of the noisy speech signal and the enhanced signals. As shown in the table, for factory noise at both 0 dB and 10 dB, a human listener prefers the SIGopt approach when compared to SS1 and SS2 methods. These results match the performance of LLR and PESQ measures in Tables 6 and 9, respectively.

### 6. CONCLUSION AND FUTURE WORK

This paper presents a methodology to optimize the mean and the slope of the sigmoid function based on a proposed objective function. It was shown that the SNR estimate and the gain function impact the objective measures and provide varying subjective quality. The gain function parameters were designed such that during the noise only periods it provides a constant suppression thus avoiding annoying non-linear artefacts (musical noise). This was done by mapping the function to the distribution of the SNR estimate. Optimization of the sigmoid function was done based on two widely used objective measures: PESQ and LLR. Experimental result shows that with proper choice of parameters, the sigmoid function can be optimized, which can enhance the quality of the noisy speech while maintaining more energy of the speech components when compared to the spectral subtraction function.
Future work will extend the optimization work based on the level of speech distortion and noise suppression in test signals. Evaluation can be done by using a combination of more objective measures as the cost function of the optimization problem. Measurement and reduction of musical noise will be included. More formal subjective listening tests will be conducted and compared with the results from objective measures. Investigation for more noise scenarios such as babble noise and music will be performed.
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