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ABSTRACT

3D video is expected to provide an enhanced user experience bringing more realism through depth impression. Therefore, quality assessment plays an important role when designing and optimizing 3D video processing methods and applications. In this paper, we propose and validate a novel quality metric based on binocular human visual system. Both visual distortions in the cyclopean view and perceptibility of depth are considered. Visual distortions are analysed in 3D-DCT domain taking into account the masking effects of the contrast sensitive function (CSF) and depth variability. The metric is especially tailored for mobile 3DTV applications as it takes into account the target display size and resolution and calculates disparity variations in local areas with relevant foveal size. The metric is designed by matching the mean opinion scores resulted from large-scale subjective tests with 3D videos with varying depth presence and amount of compression artefacts. It is further validated over another 3D video database with wider types of compression artefacts. The results show that the metric outperforms current metrics over different 3D video formats and compression methods.

1. INTRODUCTION

Modern 3D video systems are expected to deliver high quality video plus a natural sensation of depth. Such a system mainly includes the stages of 3D scene capture, format conversion, encoding, transmission, possible post-processing at the receiver side, and rendering on 3D display. Each stage may cause degradation of the 3D visual quality and errors occurred at certain step may propagate through the chain. Consequently, quality assessment (QA) is a key factor when designing or optimizing of 3D video processing systems.

Objective 3D video QA is more complex than its conventional 2D counterpart. Along with trivial 2D visual distortions it has to take into account 3D visual effects related with the 3D display size and displaying technology which in turn are related with the effects of visual discomfort, being characteristic for stereo video [1], [2]. Furthermore, the quality is closely related with the representation format and corresponding coding methods. Currently, within the scope of Mobile3DTV project several format have been considered including simulcast, multi-view video coding (MVC), mixed resolution stereo coding(MRSC), and video plus depth (V+P) [3], [4].

Early attempts to quantify 3D videos had been based on the use of 2D metrics. That is, each channel of a stereo video is evaluated by some 2D metric and then the overall 3D video quality is calculated as the mean of two video channels. This approach, however, hardly corresponds to the binocular mechanisms of the human visual system (HVS) and thus weakly correlate with subjective quality scores. Therefore, inclusion of some 3D factors to the quality evaluation has been attempted. In [5], a monoscopic quality component and stereoscopic quality component for measuring stereoscopic image quality have been combined. The former component assesses the trivial monoscopic perceived distortions caused by blur, noise, contrast change etc; while the latter assesses the perceived degradation of binocular depth cues only. In [6], the popular 2D image quality metric called structural similarity index (SSIM) [7] has been applied for 3D images in the form of view plus depth, where information about depth has been added to the metric using a local or global approach. In [8], an overall quality metric has been suggested by combining image quality with disparity quality using a nonlinear function. In [9], a quality metric for color stereo images has been proposed based on the use of binocular energy contained in the left and right retinal images calculated by complex wavelet transform (CWT) and Bandelet transform.

In this paper, we propose a novel 3D quality assessment metric taking into account HVS properties. The metric aims at modeling the effects forming a cyclopean view. The combined effects of binocular vision and saccades in forming the cyclopean view are modeled through the 3D-DCT block structure. The CSF masking and disparity masking are applied to model the corresponding processing in HVS. In addition, the effect of depth presence is quantified by adding a term assessing the depth variability.

2. PROPOSED QUALITY METRIC

The proposed stereo quality assessment scheme is given in Figure 1. We consider 3D video represented in the form of two channels – left and right – forming a stereo-pair of views. The depth perception is created by the slightly different perspective of the two views manifested as disparity. The original (reference) video is distorted by some processing
stage, e.g. compression, and the perceived level of distortions (or quality) between the reference and distorted videos has to be determined by means of a full-reference metric.

Both the reference and distorted videos are processed to find the disparity map between the left and right views. The difference of reference and distorted disparity map is calculated by Mean Square error (MSE) denoted as $\text{MSE}_d$ in Figure 1. Furthermore, the local disparity variance of the reference pair is found. The assessment runs on blocks. For each reference block in the left reference view, three similar blocks are found in both left and right images by block-matching (BM). These four blocks (i.e. one reference and three similar blocks in left and right views) are stacked in a 3D structure which undergoes 3D-DCT. The same is done for the structure associated with each block in the left distorted image. Both 3D-DCT domain structures are then corrected to account for the influence of the CSF. Transform-domain MSE denoted as $\text{MSE}_b$ is computed between the two set of coefficients to get a measure about the difference in cyclopean views modelled in transform domain. This error is corrected by the local disparity variance for the reference block to emphasize the differences between flat 2D) and pronounced-depth areas, measured by $\text{MSE}_i$ as in Figure 1. The eventual quality metric for the whole image is obtained in terms of dB.

2.1 Disparity map and local disparity variance

The disparity (or parallax) observed between the right and the left frame is inversely proportional to the distance to the object [15]. Stereo matching is to search for a point in an image that corresponds to the point specified in the other image in terms of associated features. Stereo matching plays a key role in the structure-from-stereo algorithms, which aim at getting an image (a map) being indicative for the distance to the object. In our approach, we calculate a dense disparity map between the left and right frames using a colour-weighted local search [10]. Considering rectified images, a window of size 9x9 from the left frame is run in horizontal direction to find similarity in terms of block matching, weighed by the colour difference in a bilateral manner [10]. Holes and mismatches are corrected by means of time-consistent post-filtering [11] and remaining unconfident disparity estimates are marked as holes.

The disparity map is then normalised by the disparity range of the target display – the so-called comfort zone [12]. The comfort zone determines the range of disparities which are allowed for avoiding accommodation-convergence rivalry and divergent parallax, with the former factor strongly dominating in portable 3D displays [12].

![Figure 1. Flow chart of proposed model](image)

The comfort zone of the target display is determined with respect to the Persival’s zone of comfort [13] and can be defined in terms of cm or in number of pixels for the target display [12]. Denote it as $C = D_{\text{max}} - D_{\text{min}}$, where $D_{\text{min}}$ and $D_{\text{max}}$ are the minimum and maximum disparity of the comfort zone in number of pixels, denoted the estimated reference disparity and the distorted disparity by $\{r_{i,j}\}, i = 1, .. M; j = 1..N$ and $\{d_{i,j}\}, i = 1, .. M; j = 1..N$, respectively. The normalized disparities are given by $R_{ij} = r_{ij}/C$ and $D_{ij} = d_{ij}/C$. The global disparity difference between reference and distorted scenes in terms of MSE is calculated as follows:

$$MSE_d = \frac{1}{N} \sum_{i,j \in \Omega} (R_{ij} - D_{ij})^2,$$

where $\Omega$ is the domain of confidently estimated disparities and $\#\Omega$ is its cardinality.

The local disparity variance is calculated for a block of size $N_x \times M_y$ closer to the size fully projected into the eye fovea while looking at a typical viewing distance. For the mobile resolution and typical viewing distances of 30–40 cm, a block of size 28x28 pixels is a good choice. Pixel positions marked as holes are excluded from the estimate. The local variance is calculated as follows:

$$\sigma^2(k) = \frac{1}{\#\Omega_k} \sum_{i,j \in \Omega_k} (\mu(k) - R_{ij}(k))^2,$$

where $\mu(k)$ is the mean disparity calculated over the domain of confidently estimated pixels $\Omega_k$ within the foveal area with index $k$. The local variance characterizes the depth changes around the central block of size 4x4 which is needed for correcting the visual impairment measured for that block. Figure 2 illustrates the block position in the centre of the foveal area of disparity estimate.

![Figure 2. Central block 4x4 with respect to block for local disparity estimation](image)

2.2 Assessment of visual artefacts in a transform-domain cyclopean view model

DCT plays a key role in our approach. We rely on the capabilities of DCT to decorrelate data and achieve highly sparse representation. In our approach, by the use of DCT we aim at modelling two processes taking place in the HVS. First, we model the binocular vision and forming the cyclopean view by combining together corresponding blocks from the left and right views [14]. Furthermore, we simultaneously model the saccades – the pseudo-random movements the eyes are performing while processing spatial information [15]. Saccades are modelled by searching for similar blocks in the spatial neighbourhood of the corresponding blocks in both views. Similar blocks are stacked together in a 3D structure to be jointly projected on the DCT basis. The resulting set of
coefficients is expected to be informative about similarities across views and in spatial vicinity.

2.2.1 Block Selection and 3D-DCT Transform

Block-Matching (BM) is applied to find similar blocks around the reference block \( A_0 \) and its stereoscopic correspondence within a search range region as shown in Figure 3. MSE is used as dissimilarity measure between reference block and searched blocks. Here, the block size is defined as 4x4 and the search region around the reference block and its stereo correspondence has been fixed to 28x28 pixels.

![Figure 3. An example of block selection in reference stereoscopic image](image)

Using BM, one best matched block in the left view and two similar blocks in the right view are found as shown in Figure 3. In the figure, \( A_0 \) is the reference block with index \( k \) in the left view frame (the index is omitted in the notations for simplicity), \( A_1 \) is the most similar block to \( A_0 \) in the same channel, \( A_d \) is the corresponding block in right view frame found through the stereo-correspondence search. Assume the coordinate of left upper corner of \( A_0 \) is \((i, j)\), then the coordinate of left upper corner of \( A_d \) is \((i + d, j)\) in right view; \( d \) is the horizontal disparity of reference block \( A_0 \) between left and right view, which is taken as the median within the 4x4 window with index \( k \): 

\[ d(k) = \text{median}(R_{ij}(k))_{4x4} \]

In Figure 3, \( A_2 \) and \( A_3 \) are the two best matching blocks to \( A_0 \) which are searched within search region around \( A_d \) in the right channel. Note that the similarity between \( A_0 \) and \( A_d \) has been found through another similarity mechanism an eventually \( A_d \) could be or could not be one of the selected blocks \( A_{0,n} \). The four blocks in the reference stereoscopic image \( A = (A_0, A_1, A_2, A_3) \) and the respective four blocks in the distorted stereoscopic image \( B = (B_0, B_1, B_2, B_3) \) are found and grouped into two 3D arrays respectively. A 3D-DCT transform is applied to these two 3D arrays. In our setting, for nice symmetry and fast processing the size of the blocks is fixed to 4x4, thus fixing the size of the 3D structure to a cube of ridge length 4. However, any other block size is possible and also more blocks can be collected on the base of similarity, thus forming a 3D structure of bigger size. Our choice to a cube of ridge length 4 is weighting parameter.

2.3 Composite quality measure

The total MSE for the image stereo pair \( M_3 \) is calculated as average over all disparity-corrected block \( MSE_{3D,b} \). For efficient calculation, we have used non-overlapping reference blocks. The overall assessment of the quality of stereoscopic image takes also into account global changes of the disparity and is transformed from error to PSNR-type of measure as

\[ MSE_{H} = (1-\varepsilon)MSE_{E} + \varepsilon MSE_{d} \]

The MSE is then corrected with the information about the local disparity variation. Extensive subjective tests have demonstrated that 3D information plays a role in the case of low level of 2D distortions (such as compression artefacts) [18]. In cases of low level of impairments, 3D scenes have been favoured with respect to 2D scenes. Correspondingly, we use the local disparity variance to correct the block MSE for the block with index \( k \) as follows:

\[ MSE_{3D,b}(k) = MSE_{H}(k) \frac{MSE_{E}(k)}{MSE_{H}(k) + \sigma_{E}^2(k)} \]

where \( \sigma_{E}^2(k) \) which is calculated according to Eq.(2), and \( \alpha \) is weighting parameter.

3. TEST SEQUENCES AND SUBJECTIVE TESTS

The design and the validation of the metric have been performed against two data bases of test 3D videos annotated with the results of subjective tests. [17, 18].

3.1 Metric design

![Figure 4. Contents of 3D Video Database I](image)
The design of the metric has been performed using four multi-view video sequences: Akko&Kay, Champagne Tower, Pantomime, and LoveBirds1 (Database I). Their thumbnails are shown in Figure 4. Different camera baselines have been selected to get stereo pairs with different types of depth: short baseline (3D) and wide baseline (3D). The sequences have been cut into 10 seconds and coded using the simulcast MPEG-4 standard encoder. Five different quantization parameters QP (25, 30, 35, 40, 45) have been applied to each processed sequence. Thus, a total of 8 reference sequences and 40 distorted sequences have been obtained [17].

The video sequences have been annotated with subjective quality attributes obtained by psychometric tests [17]. The test group included 32 persons equally stratified by gender and age between 18 and 45. The visualization was done on an auto-stereoscopic display provided by NEC [17]. The tests collected the opinion in term of quality (11 point scale) and acceptance (binary scale). The overall ratings of stereoscopic videos have been ranked in terms of mean opinion score (MOS). The results of the subjective tests were used to tune the scaling parameters in Eq. (4) and Eq. (5).

### 3.2 Metric validation

![Figure 5. Contents of 3D Video Database II](image)

The metric was validated against another 3D video test database (Database II). It contains six different contents spanning different genders of mobile 3DTV and video: Bullinger, Butterfly, Car, Horse, Mountain, and Soccer2 as illustrated in Figure 5. Each video sequence has an approximate length of 10 seconds. The sequences have been encoded with four different coding methods including H.264/AVC Simulcast, H.264/AVC MVC, MRSC, and Video plus Depth (V+D) with varying codec profiles and quality parameters shown in Table II [18]. There are six reference 3D video sequence and 96 distorted 3D video sequences in total.

<table>
<thead>
<tr>
<th>Table II Codec setting of two profiles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Profile</td>
</tr>
<tr>
<td>GOP Size</td>
</tr>
<tr>
<td>Symbol Mode</td>
</tr>
<tr>
<td>Search Range</td>
</tr>
<tr>
<td>Intra Period</td>
</tr>
<tr>
<td>Quality Level</td>
</tr>
</tbody>
</table>

Subjective tests were carried out with 87 participants equally stratified by gender and age between 16 and 37 years. The visualization was done on the same auto-stereoscopic display with resolution of 428x240 provided by NEC as in the previous subjective tests. The overall ratings of stereoscopic videos have also been ranked in terms of mean opinion score (MOS).

### 4. RESULTS

The results of the proposed approach are compared with several state-of-art quality metrics: PSNR, MSSIM [19], SSIM [7], UQI [20], NRMSE [21], PSNR-HVS [16], PSNR-HVS-M [22], which are all 2D metrics and the 3D metric from [8]. For the latter, we have set SSIM to measure the image quality and UQI to measure the disparity quality [8]. All algorithms compare the luminance component only. The 2D metrics have been run on the left and right channels separately and the results have been averaged.

<table>
<thead>
<tr>
<th>Table III Spearman correlations on 3D Video Database I</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metric</td>
</tr>
<tr>
<td>PSNR</td>
</tr>
<tr>
<td>MSSIM</td>
</tr>
<tr>
<td>SSIM</td>
</tr>
<tr>
<td>UQI</td>
</tr>
<tr>
<td>NRMSE</td>
</tr>
<tr>
<td>PSNR-HVS</td>
</tr>
<tr>
<td>PSNR-HVS-M</td>
</tr>
<tr>
<td>Global Comb.</td>
</tr>
<tr>
<td>PHSD</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table IV Spearman correlations on 3D Video Database II</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metric</td>
</tr>
<tr>
<td>PSNR</td>
</tr>
<tr>
<td>MSSIM</td>
</tr>
<tr>
<td>SSIM</td>
</tr>
<tr>
<td>UQI</td>
</tr>
<tr>
<td>NRMSE</td>
</tr>
<tr>
<td>PSNR-HVS</td>
</tr>
<tr>
<td>PSNR-HVS-M</td>
</tr>
<tr>
<td>Global Comb.</td>
</tr>
<tr>
<td>PHSD</td>
</tr>
</tbody>
</table>

Table III and IV show the Spearman correlations for each metric calculated on the 3D video database I and the 3D video database II respectively. As seen in the first group of results, 2D quality metrics such as MSSIM, SSIM and UQI, show lower correlation to MOS. The same can be observed for 3D quality metric denoted as Global combination method [8]. The standard PSNR, NRMSE, along with PSNR-HVS and PSNR-HVS-M suit the visual perception remarkably better. The proposed metric performs substantially better gaining advantage of using 3D structure and disparity information the quality quantification. The second group of results includes tests with much diverse processing methods but encoded at only two different compression levels. For that case, the Global combination method [8] performs better than most of 2D quality metrics for each encoding method. To MRSC method, MSSIM gives a higher correlation to MOS which should be attributed to the multi-scale behaviour of this metric. PSNR gives quite poor performance which Spearman correlation is only 0.0757. The Spearman correlation for the best performing 2D metric (MSSIM) for the whole database is close to the one for the 3D Global combination metric. Most quality metrics fail in the case of V+D encoded sequences. This should be attributed to the presence of a number of artefacts caused by view rendering based on estimated depth. Those artefacts are barely visible but well captured by the feature-based metrics. Finally, it can be seen
that the proposed metrics PHSD outperforms the other considered metrics. While it has been designed specifically to quantify quality of stereo video represented by two equal-resolution channels, it performs fairly well for other types of 3D video compression, e.g. V+D, compared to other metrics.

5. CONCLUSION

In this paper, a novel full-reference 3D video quality metric has been validated. The metric aims at modelling the effects forming a cyclopean view, taking also into account the 3D perceptibility of visual artefacts. The combined effects of binocular vision and saccades in forming the cyclopean view are modelled through the 3D-DCT block structure. The CSF masking and disparity masking are applied to model the corresponding processing in the HVS. For the latter, the target display resolution and its corresponding comfort zone are taken into account, which substantially differentiate the proposed metric from 2D metrics and other 3D video metric attempts. Furthermore, masked visual distortions and geometrical errors are combined to form a compound error. The approach is simple yet quite effective as demonstrated by subjective tests on still images from the same database, which resulted in the same MOS as in the case of the respective videos [23].
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