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ABSTRACT
Modern radio systems require accurate radio channel estimates in the presence of fast fading. This paper proposes an iterative radio channel estimation system where the detected and decoded symbols from the previous iteration are used as ‘virtual’ pilot symbols to improve estimation accuracy. In each iteration of the receiver algorithm, a low order Kalman filter provides a rough estimate of the channel gains. This rough estimate is refined to a more accurate radio channel estimate with a zero phase de-noising filter. This two stage channel estimation system is capable of providing near optimal channel estimation at a much lower computational cost than prior art. It is demonstrated that the proposed radio channel estimation is capable of supporting low error data reception at high fading rates. The algorithm can be implemented efficiently on modern multicore computing systems.

Index Terms— iterative signal processing, channel estimation, radio communications

1. INTRODUCTION

For efficient data detection, radio receivers require accurate estimates of the channel gains. Classic channel estimation systems transmit known pilot signals and measure the resulting signal at the receiver, employing interpolation to estimate the channel gains between the pilot symbols [1]. In fast fading channels, the density of the pilot symbols required for sufficiently accurate channel estimation to support low error performance does not permit high data rates. To address this problem, iterative receiver algorithms have been proposed [2]. These methods use sparse pilots signals to initially estimate the radio channel for preliminary data detection and decoding. To improve data detection, these methods then re-estimate the radio channel using the previously detected data values as ‘virtual’ pilots which are much denser in time than the dedicated pilot symbols. This procedure is iterated until the detected data values converge. With iterative channel estimation/data detection, the required density of dedicated pilots symbols to achieve acceptable error performance is greatly reduced. The computational costs of prior art iterative methods of channel estimation under fast fading are too large for commercial field deployment [2].

Kalman filters for channel estimation have a computation cost per sample proportional to the length of the state vectors, $S$, squared [2, 3]. The state vector length is given by $S = L \cdot M$ where $L$ is the number of propagation paths and $M$ is a constant proportional to the memory of the radio channel estimation system. Channel fading processes require large memory $M$ for accurate estimation [4], which makes the computational cost of pure Kalman filter-based channel estimation large. This paper proposes the use of a low-memory Kalman filter combined with a smoother for radio channel estimation. The Kalman filter has a low memory $M$ so it provides a rough estimate of the channel gains for each propagation path at a low cost. To reduce the channel estimation error, a zero phase filter is applied to the estimated channel gains for each propagation path. Zero phase filters use digital infinite impulse response (IIR) filters with special processing to remove the phase distortions [5]. The channel gain estimates for $N$ signal samples are buffered. The buffered channel gain estimates are passed through an IIR filter first in the forward direction. This filtered signal is then reversed and passed through the IIR filter again. The initial state of the reverse IIR filter is determined from the final state of the forward IIR filter to avoid negative effects from signal truncation. The reverse IIR filter output is reversed again to obtain the smoothed channel estimate. This procedure allows the system to enjoy the high selectivity and low computational cost of an IIR filter without phase distortion. The application of the zero-phase filter allows low cost channel estimation with near optimal estimation error.

Section 2 discusses the models of the radio channel. Section 3 will describe the structure of the proposed radio receiver and the channel smoother. Section 4 contains simulation results demonstrating the effectiveness of the proposed receiver. The conclusions of the paper and future research directions will be described in Section 5.

Notation: Matrices and vectors are denoted with bold uppercase and lowercase letters such as $\mathbf{M}$ and $\mathbf{x}$. Entry $k$ of vector $\mathbf{x}$ is denoted $x_k$. Entry $n$ of row $k$ of matrix $\mathbf{M}$ is denoted $M_{k,n}$. The Kronecker matrix product is denoted as $\otimes$. The size $N$ identity matrix is denoted as $\mathbf{I}_N$. The all zero matrix of with $n$ rows and $k$ columns is denoted as $\mathbf{0}_{n \times k}$. The matrix transpose and Hermitian transpose operations are denoted with superscript $T$ and $H$ symbols respectively.
2. CHANNEL MODEL

The received radio signal at baseband is given as

\[ y(n) = \sum_{l=0}^{L-1} g_l(n) s(n-l) + v(n) \]  

(1)

where \( L \) is the number of propagation paths, \( g_l(n) \) is the gain of path \( l \) at sample time \( n \), \( s(n) \) is the transmitted symbol at time \( n \) and \( v(n) \) is additive white Gaussian measurement noise with a variance of \( \sigma^2 \). The channel gains for each path is assumed to be subject to Rayleigh fading following Jake’s model with the autocorrelation for propagation path \( l \) given by \( R_{gg}^l(d) = E[g_l(n) g_l(n+d)] = P_l J_0(2\pi f_d T_s d) \) where \( P_l \) is the mean power gain for propagation path \( l \), \( J_0(\cdot) \) is the zeroth order Bessel function of the first kind, \( f_d \) is the Doppler frequency, and \( T_s \) is the sampling period [6]. The channel gains for different propagation paths are assumed to be independent. From \( R_{gg}^l(d) \), the power spectral density of the radio channel gains for path \( l \) is defined as

\[ P_{gg}^l(f) = \begin{cases} \frac{P_l}{\pi f_d \sqrt{1 - (f/f_d)^2}} & |f| < f_d \\ 0 & \text{otherwise} \end{cases} \]  

(2)

The optimal mean square error for channel gain estimation is \( e^2 = \int_{-f_d}^{f_d} N_0 P_{gg}^l(f) / \left[ N_0 + P_{gg}^l(f) \right] df \), calculated from Weiner filter theory, where \( N_0 \) is the noise density [7].

In prior art, radio channel gains have been accurately estimated via the use of basis expansion models (BEMs) of the channel process [2, 8]. For a block of \( T_p \) samples such that \( n = 1 \ldots T_p \) the channel gain for a single tap is given as weighted sum of \( B \) basis functions; a vector of \( T_p \) samples of channel gains for propagation path \( l \) is given by \( \mathbf{g}^l = \mathbf{E} x \) where \( \mathbf{E} \) is a \( T_p \times M \) matrix containing the BEM basis vectors in each of its columns, and \( x \) is a length \( M \) vector holding the BEM coefficients for propagation path \( l \). The discrete prolate spheroidal sequence (DPSS) BEM has been employed for channel modelling with the columns of \( \mathbf{E} \) specified as the \( B \) eigenvectors associated with the highest magnitude eigenvalues of the matrix \( \mathbf{C} \) defined as \( C_{r,c} = \sin(2\pi (r-c) f_d T_s) / \pi (r-c) \) with \( B \geq 2[f_d T_s T_p] + 1 \) [3, 9]. Channel estimation systems need to know the covariance of the channel coefficients, \( \mathbf{R}_{XX} \), for each propagation path. The DPSS provides basis functions which are maximally concentrated in the Doppler frequency band. They can be calculated as

\[ \mathbf{R}_{XX} = \mathbf{E} \left[ x^l \left( x^l \right)^H \right] = \mathbf{E}^H \mathbf{R}_{gg} \mathbf{E} \]  

where \( \mathbf{R}_{gg} \) is the covariance matrix of the channel gains within a BEM block, so that \( [\mathbf{R}_{gg}]_{r,c} = \mathbf{R}_{gg} (r-c) \) assuming \( P_l = 1 \).

The accuracy of radio channel BEM estimation improves as \( T_p \) and/or \( B \) increases. Unfortunately, the cost of estimating the radio channel coefficients per input sample is proportional to the number of BEM coefficients \( B \) which is it-self proportional to \( T_p \). To obtain accurate channel gain estimates at lower values of \( B \) which permits low computational cost, we propose to combine channel state estimates between frames. This is discussed in the next section.

3. RADIO RECEIVER

The structure of the radio channel estimation system we propose is shown in Figure 1. During each iteration, the radio channel is estimated using a Kalman filter based system using the value of the pilot signals and detected data symbol values from the previous iteration. A low order Kalman filter is employed to minimize computational cost. As a result of this, the Kalman filter provides only a noisy estimate of the radio channel gains, \( \tilde{g}_l(n) \) for \( n = 1 \ldots N \) and \( l = 0 \ldots L-1 \). A zero phase filter, described below in more detail, is then employed to calculate improved channel gain estimates \( \tilde{g}_l(n) \). These channel gain estimates are used for data detection and decoding. The estimates of the transmitted data symbols are also fed back to the channel estimation as ‘virtual’ pilots for the next iteration. The data symbol feedback consists of vectors of the mean estimated data symbols, \( \bar{s}(n) \) and the variance of the estimated data symbols, \( \gamma(n) \) which provides information about the confidence of the data detection/decoding system in each data symbol value. In the first iteration, only the values of pilot symbols are known and \( \bar{s}(n) = 0 \) and \( \gamma(n) = 1 \) for all other symbols.

It is known that BEMs provide less accurate descriptions of signals near the start and end of each modeled period. To avoid this problem, the previous work proposed a channel estimation system with BEM periods of length \( T_p \) overlapping by \( T_p/4 \) samples at each end so that samples near the start or end of any given BEM period are not used for data detection [3]; only the samples from \( T_p/4 \) to \( 3T_p/4 \) within a given BEM block are used for channel estimation except at the end or beginning of the measurement interval. For example, the first BEM block, \( k = 1 \), estimates the channel BEM coefficients for samples \( 1 \ldots T_p \), but the only est...
Algorithm 1 Channel Estimation

Inputs:
- Number of channel samples: N
- Number of propagation paths: L
- Signal measurements: y(n) for n = 1 \cdots N
- For n = −L + 1 \cdots N:
  - Estimated channel gains: \tilde{s}(n)
  - Variance of estimated channel symbols: \gamma(n)

Outputs:
- Channel gains vectors: \tilde{g}_l(n) for n = 1 \cdots N

1: n_s ← 1
2: while n_s + T_p \leq N do
3: if n_s + T_p \geq N then
4: n_s ← N − T_p + 1
5: end if
6: b ← T_p/4
7: if n_s = 1 then
8: b ← 1
9: end if
10: e ← 3T_p/4
11: if n_s + T_p − 1 = N then
12: e ← T_p
13: end if
14: \tilde{x} ← Channel Kalman Filter (n_s, y(n), \tilde{s}(n), \gamma(n))
15: for l = 1 \cdots L do
16: \nu ← E\tilde{x}
17: \tilde{g}_l(n_s + b − 1 \cdots n_s + e − 1) ← \nu_{b\cdots e}
18: end for
19: n_s ← n_s + T_p/2
20: end while
21: for l = 0 \cdots L − 1 do
22: Apply zero phase filter to \tilde{g}_l(n) to obtain \tilde{g}_l(n)
23: end for

Algorithm 2 Channel Kalman Filter

Inputs:
- Starting index: n_s
- Signal measurements: y(n) for n = n_s \cdots n_s + T_p − 1
- For n = n_s − L + 1 \cdots n_s + T_p:
  - Estimated data symbols: \tilde{s}(n)
  - Estimated data variance: \gamma(n)

Outputs:
- Estimated channel gain BEM coefficients: \tilde{x}

1: \tilde{x}(0|0) ← 0_{(ML)\times 1}
2: P(0|0) ← I_L \otimes R_{XX}
3: for n = 1 \cdots T_p do
4: \tilde{x}(n|n−1) ← \tilde{x}(n−1|n−1)
5: P(n|n−1) ← P(n−1|n−1) + \sigma_v^2 I_{M\times L}
6: e ← row n of E
7: \tilde{s} ← [\tilde{s}(n + n_s − 1) \cdots \tilde{s}(n + n_s − L)]
8: H ← \tilde{s} \otimes e
9: c ← HPH^H + \sigma_v^2
10: for l = 0 \cdots L − 1 do
11: \tilde{x}^l ← [x(n|n−1)]_l,M+1\cdots{(l+1)M}
12: P^l ← [P(n|n−1)]_l,M+1\cdots{(l+1)M}M+1\cdots{(l+1)M}
13: v_l ← g(n_s + n − 1 − l) e [x^l(x^l)^H + P^l] e^H
14: c ← c + v_l
15: end for
16: K ← P(n|n−1) H^H/c
17: z ← y(n + n_s − 1) − H\tilde{x}(n|n−1)
18: \tilde{x}(n|n) ← \tilde{x}(n|n−1) + Kz
19: P(n|n) ← [I_{(M\times L)} − KH] P(n|n−1)
20: end for
21: \tilde{x} ← \tilde{x}(T_p|T_p)

\tilde{x}(n + 1) = x(n) + w(n) where w(n) is a white Gaussian vector process with the covariance of each random vector Cov[w(n)] = \sigma_v^2 I_{M\times L} with \sigma_v^2 being a small non-zero value. Ideally, \sigma_v^2 should be zero but using a small value such as 10^{−4} improves the numerical stability of the filtering algorithm. An equation relating the BEM coefficients to the observed signal is obtained by substituting the calculation of the channel gain from BEM coefficients into Eqn (1). The resulting measurement equation relating the state vector to the received signal is then y(n) = H(n) \cdot x(n) + v(n)

where H(n) = [\tilde{s}(n) \otimes e(n)] when e(n) is the row of the basis matrix E for the sample n of the current BEM block, and \tilde{s}(n) = [\tilde{s}(n−1) \cdots \tilde{s}(n−L+1)].

The variance of the estimated data symbols adds ambiguity to the measurement equation. The channel estimation algorithm adjusts for this by increasing the assumed variance of the measurement noise vector v(n) for measurements where the influencing samples are not known perfectly. Since the channel gain process is independent of the transmitted data sequence and assuming the channel gain process for each propagation path is independent, the variance of y(n) is
calculated as

\[
\text{Var} [y (n)] = H (n) \cdot \text{Cov} [x (n)] \cdot [H (n)]^H + \sigma_n^2 + \sum_{l=0}^{L-1} e (n) R_{xx}^l e (n)^H \gamma (n - l) \tag{3}
\]

where \( R_{xx}^l = \hat{x}^l (n) [\hat{x}^l (n)]^H + \text{Cov} [x^l (n)] \). The first line of (3) is just the measurement covariance calculation of the standard Kalman filter [10]. The second line computes the extra variance caused by ambiguity in the knowledge of the transmitted symbols. This calculation is performed in lines 10-15 of the Algorithm 2. The effect of this addition to the calculation is to speed up the convergence of the algorithm since it causes the channel estimation to emphasis measurements dominated by symbols which are known well and de-emphasizes measurements dominated by symbols which are unknown. This adjustment is the main reason for the faster convergence of this channel estimation algorithm compared to the algorithm presented in [3].

The key difficulty with estimation of the radio channel with linear filters is that the radio channel gain processes are bandlimited, as shown in Eqn. (2), which requires the filters for optimal channel estimation to have extremely long impulse responses [4]. The long impulse response requirement translates into large memory requirements. For BEM channel estimation techniques, this memory requirement maps to using long BEM periods with [3] suggesting BEM periods of \( T_p = 500 \) data samples for acceptable BER results. Since the computational cost of the Kalman filter calculation per sample is on the order of \( O (J^2) \) where \( J = B \cdot L \) is the length of the state vector and \( B \) is proportional to \( T_p \), long BEM periods map to large computational costs.

This proposed method reduces the need for long BEM periods by employing the zero phase filter noise removal method stage. A Kalman filter calculates noisy estimates of the channel gains and the gain estimates for \( N \) samples are buffered. The channel gain estimate vectors for each propagation path are passed through an IIR filter first in the forward direction. This filtered signal is then reversed and passed through the IIR filter again with the final output time reversed again to obtain the final channel estimate. The initial state of the reverse IIR filter is calculated from the final state of the forward IIR filter to reduce truncation effects [11]. This procedure removes phase distortion, providing high selectivity at low computational cost [5]. For fast fading channels with normalized fading rates up to \( f_d T_s = 0.01 \), a zero phase filter with a component Elliptical approximation IIR filter of order \( O = 6 \) with a maximum passband ripple of \( A_p = 0.001 \) dB, a minimum stopband attenuation of \( A_s = 14 \) dB, a normalized passband edge of \( W_p = 0.02 \) and a normalized stopband edge of \( W_s = 0.025 \) allows good channel estimation performance with BEM periods as low as \( T_p = 100 \). The zero phase filter is applied to the estimated channel gain vector for each propagation path separately. The cost per sample of the zero phase filter is proportional to \( O (O \cdot L) \). To achieve comparable results without the zero phase filter, a BEM period of \( T_p = 500 \) was needed [3], showing the zero phase implementation gives a cost reduction of a factor of \( \approx 25 \).

Another advantage of the proposed algorithm is that it exhibits a large degree of parallelism, and thus it is compatible with multicore implementations. Specifically, the Kalman filter calls on Line 14 of Algorithm 1 does not have any data interdependencies, so independent filter instances (one instance for each block of symbols shown in Figure 2) can be run in parallel subject to the available hardware capacity. In addition, since the covariance matrix \( \mathbf{C} \) has the size \( 1 \times 1 \) (thus, it is a scalar), the Kalman filter gain \( \mathbf{K} \) can be calculated by a simple division rather than matrix inversion. The large majority of the remaining operations in the Kalman filter algorithm are matrix multiplications, that are very well supported in current Field-Programmable Gate Arrays (FPGA) architectures. The intrinsic parallelism and the match with existing FPGA architectures makes the proposed algorithm commercially viable.

For the simulations results described in Section 4, the data detection is performed using a Kalman filter equalizer followed by a soft input/soft output data detector/decoder. The full details of this data detection/decoder system are described in [3]. However, the channel estimation results are not specific to this specific data detection system, any data detection system may be used which can provide soft output feedback of the data symbol values to the channel estimation system.

### 4. RESULTS

This section presents results from the application of the preceding algorithm for a multipath propagation radio channel with \( L = 3 \) equally powerful propagation paths. The normalized fading rate is set to \( f_d T_s = 0.01 \). The data transmission signal considered is a standard binary data sequence modulated onto a 16-QAM gray-coded constellation after being encoded with a rate 1/2 convolutional code with the octal generator of (133,171). To assist with the initial radio channel estimation, we insert \( l_p = 5 \) pilots symbols before every \( l_s = 20 \) data symbols. The overall data rate is \( 1/2 \cdot l_s/(l_s + l_p) \cdot 4 \) bits per sample. We assume that power control is employed so that the mean power of the received signal is unity: \( \sum_{l=0}^{L-1} P_l = 1 \). The data is encoded into blocks of \( D = N \cdot l_s/(l_s + l_p) \) symbols with interleaving performed over the block. For our simulations, \( D = 10000 \) symbols so that the channel estimation block length was \( N = 12500 \). The channel estimation algorithm uses \( T_p = 100 \) and \( B = 5 \). The proposed algorithm’s receiver was limited to 5 iterations.

The BER results from the application of the proposed algorithm, compared with the Extended Kalman Filter of [2] and an receiver operating the ideal knowledge of the CSI are shown in Figure 3. The algorithm from [3] is not plotted but it gives nearly identical BER performance to the proposed algorithm, though it requires 15 iterations to converge, as op-
We presented a new channel estimation algorithm which uses a Kalman filter to estimate the parameters of a fast fading radio channel using a zero phase filter to de-noise the channel gain estimates. This allows a lower memory Kalman filter to be used reducing the overall computational cost. The new algorithm provides nearly optimal BER and channel MSE performance and can be implemented on multicore processing units. Future work will investigate the relationship between the parameters of the component IIR filter and the required BEM period for the Kalman filter channel estimation.

5. CONCLUSIONS

The mean square error of the proposed channel estimation algorithm for one of the channel taps is shown in Figure 4 where the algorithms performance is compared with the ideal Weiner filter’s mean square error. It can be seen that the proposed algorithm gives BER results within 0.5 dB of the ideal CSI case for $E_b/N_0 > 7$ dB.

We presented a new channel estimation algorithm which uses a Kalman filter to estimate the parameters of a fast fading radio channel using a zero phase filter to de-noise the channel gain estimates. This allows a lower memory Kalman filter to be used reducing the overall computational cost. The new algorithm provides nearly optimal BER and channel MSE performance and can be implemented on multicore processing units. Future work will investigate the relationship between the parameters of the component IIR filter and the required BEM period for the Kalman filter channel estimation.
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