HEARING DISTANCE: A LOW-COST MODEL FOR NEAR-FIELD BINAURAL EFFECTS
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ABSTRACT
An extremely low-order filter model for source distance rendering in binaural reproduction is proposed in this paper. The main purpose of such model is to cheaply simulate the effect that source-listener distance has on the sound waves arriving at the ears in the near field, a region where the relation between sound pressure and distance is both highly frequency-dependent and nonlinear. The reference for the model is based on an analytical description of a spherical head response, appropriately filtered out so as to include distance-dependent patterns only. To this regard, the model is objectively seen to provide an excellent fit in the whole near field, despite its simplicity.

Index Terms— 3D audio, spatial sound, HRTF

1. INTRODUCTION
Under anechoic conditions, perception of sound source distance is correlated to the signal’s intensity, even though it is systematically underestimated for far distances and overestimated for near ones. On the other hand, if the environment is reverberant, a sensation of changing distance occurs if the overall intensity is constant but the proportion of reflected to direct energy, the so-called R/D ratio, is altered. Still, a number of other cues contribute to a correct perception of distance, such as distance-dependent spectral effects, familiarity of the involved sounds, and dynamic cues [1].

When the source is in the far field (i.e. approximately more than 1.5 m from the center of the listener’s head), directional cues are roughly distance-independent. By gradually approaching the near field (i.e. when the source is approximately within 1.5 m from the center of the head), it is known that whereas ITD (Interaural Time Difference) remains almost independent from distance, ILD (Interaural Level Difference) dramatically increases across the whole spectrum and in particular at low frequencies. Since distance dependence must then be taken into account in the near field, a prompt characterization of the head’s response (Head-Related Transfer Function, HRTF) in such region has to be studied. For the sake of simplicity, the head of the listener can be treated as a rigid sphere [2]; therefore its transfer function will be referred to as spherical transfer function, or STF.

2. THE SPHERICAL TRANSFER FUNCTION
Within the assumption of an infinitely distant source from the center of the head, the response related to a fixed observation point on the sphere’s surface can be described by means of the following transfer function:

$$ H(\mu, \theta_{inc}) = \frac{1}{\mu^2} \sum_{m=0}^{\infty} \frac{(-i)^{m-1}(2m+1)P_m(\cos \theta_{inc})}{h'_m(\mu)}, $$

where $\theta_{inc}$ is the incidence angle (i.e. the angle between the ray from the center of the sphere to the source and the ray to the observation point), $P_m$ and $h'_m$ represent the Legendre polynomial of degree $m$ and the $m$th-order spherical Hankel function (where $h'_m$ is its first derivative with respect to its argument), respectively, and $\mu$ is the normalized frequency, defined as

$$ \mu = \sqrt{2\pi a \over c}, $$

where $c$ is the speed of sound and $a$ is the sphere radius.

When the assumption of an infinitely distant source is removed, distance dependence can no longer be ignored. Having defined the normalized distance to the source $\rho$ as the ratio between the absolute distance from the center of the sphere
and the sphere radius, the STF can be evaluated by means of the following function [4]:

\[
H(\rho, \mu, \theta_{inc}) = \frac{\rho}{\mu} e^{-i \mu \rho} \sum_{m=0}^{\infty} (2m+1) P_m(\cos \theta_{inc}) \frac{h_m(\mu \rho)}{h'_m(\mu)}, \quad (3)
\]

for each \( \rho > 1 \). A description of the evaluation algorithm, based on recursion relations, can be found in [2]. Fig. 1 shows the magnitude of the so calculated transfer function against normalized frequency for 19 different values of the incidence angle and two distances, corresponding to near- and far-field.

In a previous work [5], the authors have used Principal Component Analysis (PCA) in order to study common trends and possible systematic variability in a set of STFs. The results indicated that angular dependence is much more prominent than distance dependence in the transfer function’s frequency behaviour. Isolating distance information from the spherical response is thus the first goal towards the design of a cheap and effective model for the STF, as will be performed in the following sections.

3. THE NEAR-FIELD TRANSFER FUNCTION

In order to study the effect of source distance in the near field, a given STF can be normalized to the corresponding far field spherical response yielding a new transfer function, which we refer to as Near-Field Transfer Function (NFTF):

\[
H_{NFT}(\rho, \mu, \theta_{inc}) = \frac{H(\rho, \mu, \theta_{inc})}{H(\infty, \mu, \theta_{inc})}. \quad (4)
\]

Contrarily to STFs, NFTFs are almost non-rippled functions that slightly decay with frequency, in an approximately monotonic fashion. Furthermore, the magnitude boost for small distances is evident in ipsilateral NFTFs whereas it is less prominent in contralateral NFTFs. Such functions are now analyzed in detail in all of their magnitude features with the parallel aim of feeding the modeling process. In the following, we fix for convenience parameter \( a \) to the commonly cited 8.75-cm average radius for an adult human head [3]. Final results for a different head radius will just require a uniform rescaling of the frequency axis.

It could be questioned whether analytical NFTFs objectively reflect distance-dependent patterns in measured HRTFs. Unfortunately, most available HRTF recordings are performed in the far field or in its vicinity at one single given distance. Furthermore, a proper NFTF will become more and more sensitive to the geometric features of the complex scatterer (the head) as the sound source approaches and, since the sphere can be considered as a simple scatterer, it could become an increasingly worse approximation of the real near field effects. Beside these lawful observations, various studies have attested the suitability of the spherical model for the head in the near field, at least at low frequencies [1].

3.1. DC gain of NFTFs

As a first step towards NFTF analysis, let us look more closely at how the DC gain varies as the source moves away along a given angular direction. For each of 19 incidence angles, \( \theta_{inc} = [0^\circ, 180^\circ] \) at 10-degree steps, Eq. (3) is sampled at DC (\( \mu = 0 \)) for a great number of different, exponentially increasing distances, specifically

\[
\rho = 1.15^{1 + \frac{k-1}{20}}, \quad k = 1, \ldots, 250, \quad (5)
\]

and its absolute value calculated, yielding dB gain \( G_0(\theta_{inc}, \rho) \). Fig. 2 plots DC gains as functions of distance and incidence angle.

In order to model distance dependence of NFTFs at DC we approximate it as a second-order rational function for all the 19 different incidence angles. This function, that has the form

\[
G_0(\theta_{inc}, \rho) = \frac{p_{11}(\theta_{inc}) \rho + p_{21}(\theta_{inc})}{\rho^2 + q_{11}(\theta_{inc}) \rho + q_{21}(\theta_{inc})}. \quad (6)
\]
behaviour is observed. For intermediate incidence angles, the same behaviour is observed for all the other near-field distances, the faster switch rate being observed for small distance values.

In light of such result, one could think of approximating the magnitude response of the normalized NFTF through a shelving or lowpass filter, depending on incidence angle and distance. Unfortunately, the switch from a shelving to a lowpass filter at a given incidence angle needs to be smooth in order to avoid listening artifacts; furthermore, a first-order lowpass filter excessively cuts high frequencies with respect to the maximum 10-dB decay observed in the normalized NFTF plots. These shortcomings can be solved, although at the cost of precision loss, by always approximating a normalized NFTF through a first-order high-frequency shelving filter. The implementation chosen for the filter is the one proposed in [6],

\[
H_{\text{sh}}(z) = 1 + \frac{H_0}{2} \left(1 - \frac{z^{-1} + a_c}{1 + a_c z^{-1}}\right),
\]

and

\[
a_c = \frac{V_0 \tan \left(\frac{\pi f_s}{2}\right) - 1}{V_0 \tan \left(\frac{\pi f_s}{2}\right) + 1}, \quad V_0 = 10 \frac{\text{dB}}{10},
\]

where \(f_s\) is the sampling frequency.

Now it has to be highlighted how the two key parameters of the shelving filter, cutoff frequency \(f_c\) and asymptotic high-frequency gain \(G_{\infty}\), can be extracted from \(H_{\text{NF}}\) in order to yield a satisfactory approximation. First, the high-frequency gain is calculated as the (negative) dB gain of the NFTF at 15 kHz. The choice of a high frequency point is needed to best model the slope of near contralateral NFTFs in the whole audible range. Second, the cutoff frequency is calculated as the frequency point where \(H_{\text{NF}}\) has a negative dB gain which approximates two thirds of the high-frequency gain. This point is heuristically preferred to the point where the gain is \(\frac{G_{\infty}}{3}\) in order to minimize differences in magnitude between a shelving filter and a lowpass filter for contralateral NFTFs. The quality of the shelving filter approximation is well depicted in Fig. 4 for three different distances at all incidence angles.

The variation of parameters \(G_{\infty}\) and \(f_c\) along distance and incidence angle was also studied. Similarly to what was done...
for DC gains, a second-order rational function was fitted as follows to the evolution of $G_{\infty}$ and $f_c$ along distance at given incidence angles:

$$G_{\infty}(\theta_{inc}, \rho) = \frac{p_{12}(\theta_{inc}) \rho + p_{22}(\theta_{inc})}{\rho^2 + q_{12}(\theta_{inc}) \rho + q_{22}(\theta_{inc})},$$  \hspace{1cm} \text{(10)}

$$f_c(\theta_{inc}, \rho) = \frac{p_{13} \rho^2 + p_{23}(\theta_{inc}) \rho + p_{33}(\theta_{inc})}{\rho^2 + q_{13}(\theta_{inc}) \rho + q_{33}(\theta_{inc})}. \hspace{1cm} \text{(11)}$$

Note the choice of a second-order numerator that allows greater flexibility in the approximation of the central frequency behaviour, which is more complex with respect to that of gains. Table 2 and Table 3 summarize fitness scores and parameters’ values for each of the two functional approximations.

The approximation of $G_{\infty}$ is overall excellent, never exceeding a mean RMS error of 0.04 dB in the considered angular directions. Similarly, the approximation provided by $f_c$ yields a mean RMS error that is below the actual frequency resolution of 10 Hz for almost 70% of the considered incidence angles. Again, an interpolation of adjacent polynomials analogous to the one used for the DC gain is required to model parameters $G_{\infty}$ and $f_c$ for intermediate angular values.

### 4. A MODEL FOR NFTF RENDERING

The analysis performed in the previous section allows the straightforward construction of a filter model for distance rendering, that can be easily integrated with an infinite-distance spherical model of the head following one of the implementations available in the literature [3]. In fact, if the latter is modeled through a filter $H_{phase}$, that takes the incidence angle $\theta_{inc}$ as input, the information given by the NFTF can be provided by a cascade of a multiplicative gain $G_0$ and a shelving filter $H_{sh}$.

The general filter structure is sketched in Fig. 5. Based on distance and incidence angle information, the “Parameter Extraction” computation block linearly interpolates functions $G_0$, $G_{\infty}$ and $f_c$, using Eq. (6), Eq. (10), and Eq. (11) respectively; afterwards, $G_0(\theta_{inc}, \rho)$ is used as multiplicative factor whereas $G_{\infty}(\theta_{inc}, \rho)$ and $f_c(\theta_{inc}, \rho)$ are feeded as parameters to the shelving filter.

A crucial question is the overall goodness of model $H_{dist}$, that is, whether all the introduced approximations objectively unsettle the magnitude response of original NFTFs as computed through Eq. (3) and Eq. (4). The quality of the approximation offered by the model is attested through a measure of spectral distortion widely used in recent literature [7]:

$$SD = \sqrt{\frac{1}{N} \sum_{i=1}^{N} \left(20 \log_{10} \left| \frac{H(f_i)}{H_{trial}(f_i)} \right| \right)^2} \text{[dB]}, \hspace{1cm} \text{(12)}$$

where $H$ is the original response (here $H_{NFT}$), $\tilde{H}$ is the reconstructed response (here $H_{dist}$), and $N$ is the number of available frequencies in the considered range, that in this case is limited between 100 Hz and 15 kHz. The error measure was calculated either for spatial locations that were considered during the analysis process and new ones, thanks to the functional representation and interpolation of the key parameters. Specifically, the magnitude of $H_{dist}$ was computed via
5. CONCLUSIONS AND OPEN ISSUES

A first-order filter model for near-field effects rendering, thought for real-time binaural listening applications, was studied in this paper. The fit to analytical responses provided by the model was objectively proved to be overall appropriate; experimental evaluations on its subjective effectiveness are a subsequent necessary step.

Further work should take into consideration alternative filter structures to the single, first-order shelving filter, such as a higher-order shelving filter or a lowpass filter realization allowing slope control for contralateral positions. Also, if one remains within the assumption that ITD does not change with distance, the design of an all-pass section counterbalancing the effect that the shelving/lowpass filter’s phase response has on ITD needs to be carried on. Last but not least, the choice of the far-field head filter to be coupled with the distance rendering model will turn out to be pivotal for a good STF approximation.
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