MIXTURE OF DESIGNER EXPERTS FOR MULTI-REGIME DETECTION IN STREAMING DATA
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ABSTRACT

Real-time streaming data takes on distinct visible patterns, known as regimes, as a result of changing external influences. Regimes corresponding to hazardous states, such as turbulent flow in oil pipelines or patients experiencing heart arrhythmias, must be identified quickly and accurately by on-line detection algorithms. In this paper, we propose a modification to the mixture of experts framework, which is traditionally used to model piecewise stationary time series. Our proposed modification allows experts to produce features specific to their designated regimes, rather than being limited to prediction error. This approach provides the flexibility to update the mixture modularly as new regimes emerge without the burden of retraining the entire mixture, as is typical in traditional classifiers. Our approach is tested on flow rate data from an oil and gas application, as well as detecting heart arrhythmias from electrocardiogram (ECG) signals. It outperforms traditional classification approaches both in terms of error rate and detector delay.

Index Terms— Detection, streaming data, mixture of experts

1. INTRODUCTION

In the problem of regime detection, or the related problem of anomaly detection [1], the goal of an algorithm is to label each sample of a time series as belonging to one of various regimes. When a data set includes several distinct regimes, it is difficult to capture it with a single model, or select a single set of discriminative features across regimes. As the algorithm has to detect different regimes, interference effects can lead to slow learning and poor generalizability [2]. Furthermore, in the on-line setting, traditional classifiers relying on joint distributions between classes must completely retrain, even if changes occur to only a single class.

In this setting, it is natural to decompose the problem into simpler sub-problems. The mixture of experts (ME) [2] is one approach consisting of an ensemble of experts, each one being an adaptive model with parameters tuned specifically to a single regime. The experts are linked by a gating network which stochastically selects the expert which best models the input. The gate selects the expert based on hard competition over their single step prediction errors. The parameters of the expert that wins the competition are adjusted with the error. At the outset, the user need only have an approximate idea of the number of regimes present in the time series. The experts are initialized with small random parameters. Thus, a complicated time series can be modelled by distributing responsibility amongst an ensemble of experts.

The ME is useful for modelling data composed of distinct regimes, and it is our goal to modify it for use in the classification problem of regime detection. This modification requires associating labelled training data with each expert, rather than the unsupervised way in which experts train in the standard ME formulation. Furthermore, the expert and gating network must be redefined to work with features more general than single step prediction error.

In this paper, we propose a new framework for the mixture of experts. This paper is organized as follows: In Section 2 we present ME for the detection problem with a novel modification to allow greater freedom in the choice of experts. In Section 3 we provide an illustrative example of the modified ME on real-world oil pipeline data, by describing three experts used in our framework. In Section 4, we apply the modified ME approach to classification of electrocardiogram signals to detect heart arrhythmia in patients.

2. MODIFIED ME FOR REGIME DETECTION

In regime detection, the classifier has access to labelled training samples from each regime. Therefore, to modify the ME for classification, the experts are trained a priori. Each expert then has a known association with a particular regime. Then during testing, unlabelled samples are assigned to the regime represented by the expert which wins the competition. A second modification must be made, allowing for more general...
experts. For classifying regimes it may be difficult or unnecessary to model the time series. Rather, we wish to extract a characterizing feature specific to that regime. For example, in an oscillatory regime it may be best to work with a spectral feature, while in a highly specialized application the features may be designed with considerable expert knowledge.

To satisfy these requirements, we redefine the expert to be an entity which produces a measure of association between a given testing sample and its training set. In the case of the standard ME, the association measure is the single step prediction error, which characterizes how well the current sample fits the training data as captured in the expert’s model parameters. Other examples of association measures include nearest neighbor distances, correlations, and likelihood ratios. Competition amongst experts will then proceed over their association measures.

Note that we cannot directly compete over the association measures in a fair manner. Each expert, i, generates an association measure \( a_i \), which may not even share the range of the association measures of other experts. For instance, if one expert produces a rank statistic (positive integer), while another produces a probability in [0, 1], the latter will always win the competition. To overcome this issue, we build an empirical probability density from the association measures of the training samples for each regime. For regime \( i \), this is \( f(a_i | i) \). When a new sample arrives we compute the association measure for each class, \( a_i \), and the classification decision is then given by the maximum likelihood class

\[
\arg \max_i f(a_i | i).
\]

The likelihood provides a measure of expert accuracy that is not dependent on the particular methods used by the expert.

The benefit of the modified ME framework is the decision making through competition. Competition across experts provides modularity, which is imperative in the streaming data setting. The experts can be designed separately, which allows new experts to be inserted into the mixture at any time without requiring changes in any of the other experts. Additionally, the decision system is not sensitive to the number of experts, nor their particular features. If a regime no longer appears, the competition is unaffected. Small likelihoods from all experts indicate the appearance of a new regime, signalling that a new expert should be implemented. In existing classification approaches, the features are selected a priori, hoping that they will be discriminatory for all regimes; present and future. Therefore, complete retraining is required when new regimes appear.

3. APPLICATION: OIL FLOW-RATE DATA FROM OFF-SHORE BORE-WELLS

We applied our modified ME framework to oil flow rates from sensors placed in a bore-well. The measurements are from a single well, recorded by a single sensor located at the surface of the sea, at 30 second intervals. This data is composed of many regimes, but here we will consider three of them (Figure 1). The first regime, characterized by high amplitude oscillation (HAO), consists of triangular oscillations with a period of 30 samples. The second characterized by low amplitude oscillation (LAO) consists of noisy oscillations at the same frequency superimposed on a normal time series. The third regime is simply a time series with no oscillation (NO).

Since the HAO oscillations are nonstationary, yet have very distinguishable structure, we chose to use a time embedding to capture the periodicity explicitly without the need for a model. The time embedding is a mapping,

\[
n \mapsto (x_n, x_{n-\tau}, \ldots, x_{n-\lceil m-1 \rceil \tau}) = X_n,
\]

where \( n \) is the time, \( x_n \) is the time series value at \( n \), \( m \) is the embedding dimension, and \( \tau \) is the time delay. The justification for this embedding comes from Takens’ time delay embedding theorem [3], which states that the phase space of a high dimensional dynamical system can be reconstructed from the time embedded vectors obtained from a time series of observations from this system. The vectors \( X_n \) preserve dynamical invariants of the dynamical system as long as \( \tau \) and \( m \) are chosen appropriately [4]. For this test \( m = 4 \) and \( \tau = 3 \). The time embedding captures the triangular oscillations with only a few time lagged samples, which leads to a detector that can respond quickly to transitions between regimes. The training data for this regime was time embedded, forming a trajectory. For unlabelled streaming samples, we construct the appropriate time embedding vectors and compare a trajectory segment of these vectors of length \( T \) with the trajectory segments of the training set. This comparison is made with the correntropy function [5]. For the streaming length \( T \) trajec-

![Fig. 1: The high amplitude oscillation (top), low amplitude oscillation (middle), and no oscillation (bottom) regimes.](image)
tory segment at time \( n \), \( Y_n \), and an arbitrary length \( T \) training set trajectory, \( X \), the correntropy function, \( \nu \), is denoted by

\[
\hat{\nu}(X, Y_n) = \frac{1}{T} \sum_{i=0}^{T-1} G_\sigma(||X(i) - Y_n(i)||)
\]

where \( Y_n(i) \) is the \( i \)th element of the trajectory segment, and \( G_\sigma \) is the Gaussian kernel with bandwidth \( \sigma \). If \( F \) is the set of training trajectory segments, then the association measure we use for this expert is

\[
a = 1 - \min_{X \in F} \hat{\nu}(X, Y_n).
\]

The NO regime is stationary only on relatively small time scales, and is very nicely modelled by a simple linear adaptive filter, with filter coefficients tuned by the least-mean-squares (LMS) learning rule

\[
w_{n+1} = w_n + \eta e(n)x(n),
\]

where \( w_n \) is the length \( p \) vector of filter coefficients at time \( n \), \( \eta \) is the learning rate, \( e(n) \) is the prediction error at time \( n \), and \( x(n) \) is the vector \[ x(n), x(n-1), \ldots, x(n-p+1) \]^T. Since this is a predictive model, we use the magnitude of the one-step prediction error as an association measure. When this expert wins the competition, the error is used to tune the filter coefficients with LMS. This expert can therefore track gradual changes of the regime.

The LAO regime is composed of noisy oscillations of approximately the same frequency as the triangular oscillations, superimposed on a time series similar to the NO regime. We apply the short-time Fourier transform (STFT) to the streaming data, and use the power spectral value at the oscillation frequency as the association measure for this regime. We used a Hamming window that was \( 32 \) samples in length. The window slides through the time series each shifted by one time unit, producing one feature value for each streaming sample. The spectral component of the oscillation frequency is a good characterizing feature of the noisy oscillations, as we only know that LAO is composed of low amplitude oscillations of a known frequency. The time series is first bandpass filtered to remove trends and noise.

We tested the modified ME with the aforementioned experts on a test set composed of \( 26,709 \) samples (24 hours) of real oil pipeline data, with \( 1000 \) training samples allocated to each regime. A segment of the test set and labels given by the modified ME detector are seen in Figure 2. We selected 12 regime transitions (4 transitions to each regime) and measured the detector delay and the error rate. The detector delay is defined as the number of samples that elapse after the change of a regime until the new regime is detected. The error rate is the ratio of detection errors to total samples, following this detector delay period. The total error rate and detector delay, averaged over the 12 transitions, is shown in Table 1.

![Fig. 2: Two segments of the testing data, color-coded to illustrate the true regime label. The color bar below the time series represents the regime decision generated by the modified ME detector.](image)

Some statistics of the delay time for the ME detector in each regime are given in Table 2.

We compare the modified ME with a maximum likelihood classification approach using only the STFT spectral feature and with the standard mixture of experts, with each expert using the same time embedding feature as the HAO, as discussed earlier. The STFT coefficient is a discriminatory feature, which is reflected by its low error rate of \( 3.37\% \). However, as we consider a window of \( 32 \) past samples, its detector delay is high at \( 14.2 \) samples. The state space detectors consider fewer past data points and therefore have a shorter detection delay at \( 3.4 \) samples. This model is better suited to the dynamic oscillatory regime, and hence its error rate is higher at \( 6.26\% \). The modified ME combines the strengths of both methods and boasts the lowest error rate, \( 3.22\% \), as well as a short delay of \( 8.4 \) samples.

### 4. APPLICATION: ECG BEAT DETECTION

We consider another important regime detection problem, the automatic classification of cardiac beat types from electrocardiogram (ECG) signals. There are many beat types that may be identified from the ECG, including normal beats and a vari-
Table 2: An evaluation of the delay times for the modified ME detector for transitions to each of the three regimes.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>14.5</td>
<td>3.5</td>
<td>7.5</td>
</tr>
<tr>
<td>Min</td>
<td>1.0</td>
<td>1.0</td>
<td>5.0</td>
</tr>
<tr>
<td>Max</td>
<td>31.0</td>
<td>6.0</td>
<td>11.0</td>
</tr>
<tr>
<td>Std.</td>
<td>14.0</td>
<td>2.9</td>
<td>2.6</td>
</tr>
</tbody>
</table>

The results are seen in Table 3. We compare to the results of Hu et al. The modified ME outperforms Hu et al. in 6 of 10 trials, but has a slightly less average success rate. Note that the modified ME is not tailored to ECG, and can perform on par with highly specified algorithms.
Fig. 3: ECG of three sample beat types.

<table>
<thead>
<tr>
<th>MIT/BIH Record #</th>
<th>Modified ME</th>
<th>Hu et al.</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>87.3</td>
<td>81.0</td>
</tr>
<tr>
<td>201</td>
<td>97.8</td>
<td>95.4</td>
</tr>
<tr>
<td>202</td>
<td>99.8</td>
<td>71.7</td>
</tr>
<tr>
<td>203</td>
<td>84.4</td>
<td>87.4</td>
</tr>
<tr>
<td>205</td>
<td>98.7</td>
<td>97.1</td>
</tr>
<tr>
<td>207</td>
<td>86.7</td>
<td>88.3</td>
</tr>
<tr>
<td>208</td>
<td>66.3</td>
<td>90.5</td>
</tr>
<tr>
<td>209</td>
<td>99.8</td>
<td>98.8</td>
</tr>
<tr>
<td>210</td>
<td>96.4</td>
<td>93.4</td>
</tr>
<tr>
<td>213</td>
<td>60.3</td>
<td>91.9</td>
</tr>
<tr>
<td><strong>avg.</strong></td>
<td><strong>87.8</strong></td>
<td><strong>89.5</strong></td>
</tr>
</tbody>
</table>

Table 3: Percent of successful detections, for the modified ME and for the mixture of experts in [6].

5. CONCLUSION

The ME is a useful framework for modelling time series with distinct regimes. However, the experts are limited to predictive models, making the approach unsuitable for many real world datasets which are noisy, nonlinear, and nonstationary. We extended the ME by allowing an experts to be from a larger class and other association measures. Competition is based on the likelihoods of the association measure. In the oil and gas example, the importance of being able to use a variety of experts is seen, as the oscillatory regimes vary from deterministic to stochastic regimes, requiring different approaches. Furthermore, the freedom of choice in experts allows quick detection of change points, with minimal detector delay. We also tested the modified ME on an ECG beat detection application. The flexibility in our method was demonstrated as the modified ME was able to contend with a specialized formulation of the mixture of experts for ECG, proposed by Hu et al. Our algorithm performed better in 6 of 10 trials, while also requiring much less training data.
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