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ABSTRACT

In the context of signal analysis and transformation in the time-frequency (TF) domain, controlling the shape of a waveform in this domain is an important issue. Depending on the application, a notion of optimal function may be defined through the properties of the ambiguity function. We present an iterative method for providing such optimal functions under a general concentration constraint of the ambiguity function. At each iteration, it follows a variational approach which maximizes the ambiguity localization via a user-defined weight function $F$. Under certain assumptions on this latter function, it converges to a waveform which is optimal according to the localization criterion defined by $F$.

1. INTRODUCTION

In the context of time-frequency analysis (such as short time Fourier analysis or Gabor analysis), it is commonly agreed that best results are obtained when one uses window functions that are well localized in the time-frequency domain. In the mathematically idealized setting of continuous time, infinite support signals, i.e. functions on the whole real line $\mathbb{R}$, the optimally localized waveforms in the TF domain are well known to be Gaussians \[1\]. The latter are the minimizers of the variance uncertainty inequality (Heisenberg uncertainty principle) as well as the Hirschman entropic inequality and the Lieb time-frequency inequalities \[2\]. However, in other contexts, of importance for particular applications, the optimal function is not known; the localization criterion does not rely on such measures and the definition of optimality can be different. For example, in the discrete, finite time setting, the variance is not defined and the entropy point of view assures and the definition of optimality can be different. Depending on the application, the search for an optimal function emphasizes some particular property, e.g. support properties, peakiness, fast decay away from some reference point. Hence the ambiguity function must satisfy a set of constraints being stated by the user as well as its own inherent constraints.

We present here a method for designing optimally localized windows in the TF plane, based on the maximization of some measure of the ambiguity function concentration. Under general hypotheses and shape constraints, the proposed algorithm is able to provide an optimal function as the solution of a variational problem.

2. TIME-FREQUENCY CONCENTRATION: CONTINUOUS TIME

2.1. The ambiguity function

We first consider the case of continuous time, infinitely supported signals, and denote by $\langle \cdot, \cdot \rangle$ the $L^2$ inner product. Let $\psi \in L^2(\mathbb{R})$ be a finite energy waveform, and denote by $\psi_z$, with $z = (\tau, \xi)$ a time-frequency shifted copy of $\psi$ with time and frequency shifts $\tau$ and $\xi$:

$$
\psi_z(t) = e^{2\pi i \xi t} \psi(t - \tau).
$$

The $\psi_z$ will be termed Gabor atoms. Let us introduce the STFT $V_\psi f$ of $f \in L^2(\mathbb{R})$, and the ambiguity function $A_\psi$ of $\psi$:

$$
V_\psi f(z) = \langle f, \psi_z \rangle, \quad A_\psi(z) = V_\psi \psi(z).
$$

The ambiguity function for an arbitrary $\psi \in L^2(\mathbb{R})$ is bounded, continuous, decays at infinity, satisfies
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\[ \|A_\psi\|_2 = \|\psi\|_2^2 \] and is the kernel of a positive semi-definite operator. Furthermore its modulus satisfies the symmetry relation \[|A(z)| = |A(-z)|,\] attains its maximum value at the origin and satisfies specific concentration constraint [7]. This shows that not every function defined on the TF plane is the ambiguity function of a window. Therefore the design of windows such that their TF picture satisfies arbitrary properties is in general impossible. Still, one can try to find waveforms whose ambiguity function matches as closely as possible such prescribed localization properties (see e.g. [8], [9]). The current paper considers a new localization criterion in the ambiguity domain, and proposes corresponding new optimization algorithms.

2.2. Concentration measures

Classical families of concentration measures are provided by \(L^p\)-(quasi)-norms, for \(p \geq 0\)

\[ I_\psi(p) = \|A_\psi\|^p_p = \int_{\mathbb{R}^2} |\langle \psi, \psi_z \rangle|^p dz, \quad (2) \]

which are closely related to Rényi entropies (for details see e.g. [10]), and the Shannon entropy measure:

\[ S(A_\psi) = -\int_{\mathbb{R}^2} |A_\psi(z)|^2 \log(|A_\psi(z)|^2) dz = I_\psi(2). \quad (3) \]

For \(p < 2\), maximizing the \(L^p\)-norm (under unit \(L^2\) norm constraint) favors spreading while for \(p > 2\) this increases sparsity. Small values for the Shannon entropy is a sign of sparsity. In the continuous case, Lieb [2] gives the following bounds on the \(L^p\)-norm of the ambiguity function:

\[ \|A_\psi\|^p_p \leq (2/p)\|\psi\|_2^{2p}, \quad p > 2 \quad (4) \]

with a reversed inequality for \(p < 2\). These bounds are sharp and all yield Gaussian functions (up to translations, dilations and rotations in the TF plane) as minimizers. Lieb also provides a lower bound for the entropy, with again the same family of Gaussians as minimizers

\[ S(A_\psi) \geq 1, \quad (5) \]

These cases are examples of a family of problems for which our method provides optimizers.

2.3. Optimization principle

We describe a general scheme for optimizing prescribed time-frequency localization properties. The rationale is to set the problem as a variational problem, and optimize a weighted \(L^2\)-norm of the ambiguity function. The problem to solve reads

\[ \psi_{\text{opt}} = \arg \max_{\psi, \|\psi\|=1} \int_{\mathbb{R}^2} F(|A_\psi(z)|, z) |A_\psi(z)|^2 dz, \quad (6) \]

where the density function \(F : \mathbb{R}^+ \times \mathbb{R}^2 \to \mathbb{R}^+\) is chosen so as to enforce some specific localization properties. We shall consider here the two following specific cases, but the approach is not limited to these.

1. Find a \(\psi\) which optimizes the sparsity of \(A_\psi\), we choose \(F\) of the form

\[ F(|A_\psi(z)|, z) = |A_\psi(z)|^{p-2} \quad (p > 2) \]

and (6) becomes equivalent to finding the function which maximize \(\|A_\psi\|^p_p\). This will lead to the Gaussian here but our method clearly extends to more general settings than \(L^2(\mathbb{R})\). We shall see in the next section that this also leads to discrete versions of the Gaussian function.

2. The other extreme case is to choose weight function of the form

\[ F(u, z) = F(0, z), \]

i.e. a fixed weight in the ambiguity plane. In this case, the optimization (6) is expected to produce waveforms \(\psi\) whose ambiguity function is concentrated in TF regions where \(F\) takes large values. Given the constraints on ambiguity functions, we limit ourselves to weight functions concentrated around the origin and satisfying the symmetry property \(F(-z) = F(z)\). When \(F\) is an indicator of a ball the solution of the problem is the Gaussian function [11].

Optimizing Eq. (6) does not lead to a closed-form solution. Alternatively, we shall search for approximate solutions, by recursive quadratizations.

Suppose a guess \(\phi\) is available (fixed function in \(L^2(\mathbb{R})\)), then we can maximize the following quantity (cost function) with respect to \(\psi\):

\[ \Gamma_\lambda[\psi|\phi] = \int_{\mathbb{R}^2} F(|A_\phi(z)|, z) |V_\phi \psi(z)|^2 dz - \lambda (\|\psi\|^2 - 1) \quad (7) \]

where the constraint of unit norm was added via a Lagrange multiplier \(\lambda\). This is equivalent to constraining the STFT of \(\psi\) (with window \(\phi\)) to be localized in regions where \(F(|A_\phi(z)|, \cdot)\) is concentrated. Let us denote by \(\psi_1\) the function maximizing (7) and \(\Gamma_\lambda^{(1)}\) the maximum. The next step is to replace \(\phi\) by \(\psi_1\) and solve the variational problem again. This yields a new optimal function \(\psi_2\), with maximum \(\Gamma_\lambda^{(2)}\). Iterating this procedure leads to a (possibly local) maximum for \(\Gamma_\lambda\). For special weight functions we have the following result:

Proposition 1. For any function \(F\) bounded, positive and even with respect to \(z\), maximizing (7) is equivalent to solving the following eigenvalue problem

\[ \int_{\mathbb{R}^2} F(|A_\phi(z)|, z) V_\phi \psi(z) \phi_z dz = \lambda \psi, \quad (8) \]
where \( \lambda \) is the largest eigenvalue. Furthermore, the sequence \( \Gamma_\lambda^{(n)} \) converges to a (local) maximum for weight functions \( F \) independent of \( \phi \).

**Sketch of the proof:** Using the classical method for the calculus of variations, i.e. equating the functional derivative of \( \Gamma_\lambda \) with respect to \( \psi \) to zero yields the linear equation (8). The cost function \( \Gamma_\lambda \) converges for \( F \) real, positive, bounded and independent of \( \phi \) since \( \Gamma_\lambda \) is bounded, and at rank \( n \).

\[ \Gamma_\lambda[\psi_n|\psi_{n-1}] = \Gamma_\lambda[\psi_{n-1}|\psi_n] \leq \Gamma_\lambda[\psi_{n+1}|\psi_n]. \square \]

**Remark 1. a.)** The convergence of \( \Gamma_\lambda^{(n)} \) does not necessarily imply the convergence of the sequence \( \psi^{(n)} \). Conditions on \( F \) for the convergence of \( \psi^{(n)} \) to \( \psi_{\text{opt}} \) can be derived; this is the object of current research and will be developed elsewhere. b.) When it exists, the limiting function \( \psi_{\text{opt}} \) satisfies Eq. (8), with \( \phi = \psi_{\text{opt}} \) and hence maximizes \( \Gamma_\lambda \) with maximal value \( \Gamma_\lambda[\psi_{\text{opt}}|\psi_{\text{opt}}] \). This turns out to match the expression of Eq. (6), and hence it is at least a local solution of the initialization problem.

**Remark 2. a.)** When \( \phi \) is the standard Gaussian and \( F([A_\phi(\tau,\xi)],(\tau,\xi)) = F(0,\tau^2 + \xi^2) \) is radially symmetric, Daubechies showed in [12] that the solution of (8) is \( \phi \). Hence it is a function which gives a (local) maximum for (6). Moreover, she showed that the eigenvectors of the STFT-multiplier are the Hermite functions. b.) In our iterative process, the diagonalization of the operator obtained in the last iteration yields an orthonormal basis which can be seen as a set of generalized Hermite functions.

**3. ALGORITHM IN DISCRETE TIME**

**3.1. Discrete time considerations**

In terms of localization, the finite discrete case is not just a discretization of the continuous one. Replacing integrals by finite sums yields a completely different world. For example, for signals of length \( N \) analogues of the Lieb inequalities can be obtained.

**Proposition 2.** Assume \( \psi \in \mathbb{C}^N \) is such that \( \|\psi\|^2_2 = 1 \). Then, assuming \( p < 2 \),

\[
\|A_{\psi}\|_p \geq N^{\frac{p}{2} - \frac{1}{2}}, \quad S(A_{\psi}) \geq \log(N) .
\]

The family of “picket fence” signals, translated and modulated copies of the following periodic series of Kronecker deltas:

\[
\omega(t) = \frac{1}{\sqrt{b}} \sum_{n=1}^{b} \delta(t-an), \quad ab = N ,
\]

saturates the inequality.

**Sketch of the proof:** The proof is directly adapted from the proof of Lieb’s inequality for the continuous case [2]. The ambiguity function is expressed as a finite Fourier transform, its \( L^p \)-norm can be bounded using the Hausdorff-Young inequality. The resulting bound takes the form of a finite periodic convolution product which is itself bounded using Young’s convolution inequality. Finally, the entropic inequality is obtained by a standard limiting argument.

Note that the minimizer is not unique. Picket fence signals turn out to optimize many finite domain uncertainty principles (see e.g. [11]). This is quite different to the continuous case described in Sec. 2.2. In particular, picket fences are concentrated but not localized: they are not the most relevant windows for applications.

In this discrete setting, it is interesting to find an equivalent of the Gaussian function. One may define it as the optimal function of the following discretized version of (6):

\[
\psi_{\text{opt}} = \arg \max_{\psi: \|\psi\|_2 = 1} \sum_{z} F(|A_\psi(z)|,z) |\mathcal{V}_\psi(z)|^2 , \quad (11)
\]

where \( F(|A_\psi(z)|,z) = |\mathcal{V}_\psi(z)|^{p-2} \) for any \( p > 2 \). This is made possible by the proposed algorithm.

**3.2. Algorithm**

As in the continuous case recursive quadratization, as described in Eq. (7) and below can be used to make the problem treatable. It leads to diagonalizing the STFT multiplier matrix: \( \sum_z F(|A_\psi(z)|,z) \langle \phi_\psi, \cdot \rangle \). All the given arguments for convergence apply in the discrete case also. Given any density function \( F \), an initial window \( \phi \) has to be specified to start with at the beginning. The steps are summarised in Algorithm 1. The stopping criterion is based on the \( L^2 \)-norm difference between functions issued from two successive iterations.

**Algorithm 1 compute the optimal window \( \psi_{\text{opt}} \)**

**Input:** \( \phi \) - initial window, \( F \) - weight, \( \epsilon ps \).

**Individual Steps:**

1: \( \psi_0 = 0 \), \( \psi_1 = \phi \)
2: while \( \|\psi_1 - \psi_0\| > \epsilon ps \) do
3: \( \psi_0 \leftarrow \psi_1 \)
4: Compute the STFT-multiplier with weight \( F \) and window \( \psi_0 \)
5: Compute \( \psi_1 \) as the eigenvector to the largest eigenvalue
6: Update \( F \) if necessary
7: end while
8: \( \psi_{\text{opt}} = \psi_1 \)

**3.3. Results and convergence issues**

**Fixed weight \( F(0,z) \):** For a radial symmetric weight function \( F \) as stated in Remark 2.a), the iterative proce-
dure presented in Algorithm 1 converges to a Gaussian-like function. In Fig. 1 a plot of $F$ (top right) and of the convergence rate (top left) is presented. Notice that it linearly decreases in log scale. The optimal function is plotted (middle) together with an example of another eigenvector of the operator given at the last iteration (bottom). We may define the discrete Hermite functions to be the eigenfunctions of such an operator, as pointed out in Remark 2.

**Fig. 1.** Results in the case of a radial TF mask: $F(|A_\psi(z)|, z) = F(0, z)$. Top left: $\|\psi_{n+1} - \psi_n\|_2$, log scale. Top right: TF mask. Middle: optimal function in time (left) and in the TF plane through its ambiguity function (right). Bottom: an eigenvector of the last STFT-multiplier, the “generalized” Hermite function $H_{20}$ in time (left) and in the TF plane through its ambiguity function (right). The signal length is $N = 420$.

Weight functions which are constant along squares centered at the origin are another interesting example, see Fig. 2. Algorithm 1 leads to a square-shaped optimal function. Notice the generalized Hermite function which forms a square ring in the TF plane.

As stated in Remark 1.a), the sequence of $\psi^{(n)}$ may not converge although $\Gamma'$ does; this is the case when $F$ has the shape of a cross in the TF plane for example. The algorithm is "hesitating" between convergence to one of the cross branch or the other.

**Weight depending on $|A_\psi|$ ($F(|A_\psi(z)|)$):** The main difference to the previous case is that the weight function evolves at each iteration and that the result depends on the initial window. The maximum of the objective function $\Gamma_\lambda$ is very degenerate (there are at least $2N$ solutions: $N$ Kronecker deltas and $N$ sine waves) and there are many local minima. The algorithm seems to converge to the maximum closest to the initialization. For example, starting with a widespread signal (e.g. white noise) generally leads to a picket fence, or more simply a constant function (a Kronecker delta in the Fourier domain). The solution for a mildly localized starting window is a Gaussian. In Fig. 3 we display two examples corresponding to these two situations. The value of both cost functions at each iteration has been plotted on the top graph: it shows that the Gaussian-like solution gives only a local maximum for $\Gamma_\lambda$. For these two examples, the respective relative entropy $S = S(A_{\psi_{\text{opt}}})/\log(N)$ yields: $S = 1$ for the picket fence and $S = 1.16$ for the Gaussian like function, showing again that the Gaussian is only a local maximum for (11), while the picket fence signals are global minimizers. Last remark: the convergence speed increases with the value of $p$, up to a certain level; beyond that the algorithm starts to behave unstable.

**4. CONCLUSION**

We have proposed a novel approach for designing waveforms with controlled localization in the ambiguity plane. Our algorithm is able to provide optimally concentrated functions for a wide range of
constraints/applications via a flexible weight function. It covers the intuitive spreading measure associated to $L^p$-norms as well as the design of concentration masks in the TF plane. We recover the optimal functions given in the literature for particular choices of weight functions. Furthermore, by choosing a weight function $F$, one can define an application-tailored measure of localization and obtain the optimal window accordingly. For example a square-shaped window in the TF plane may be an interesting window for tiling the TF domain, when using a square lattice for the Gabor transform. It should be less redundant than the round-shaped Gaussian atoms.

The investigation of conditions of $F$ which guarantee convergence is the object of ongoing work, together with the analysis of more general expressions for $F$.

This procedure may also be of interest for other problems. Firstly, when diagonalizing the STFT-multiplier matrix with respect to the limiting window and the chosen weight $F$, one obtains a whole orthogonal basis, one of them being the optimal function. The other vectors have original shapes in the TF plane, looking like deformed rings around the origin. This could be seen as a generalization of the Hermite functions basis.
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