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ABSTRACT

Our goal is to obtain improved perceptual quality for separated solo instruments and accompaniment in polyphonic music. The proposed approach uses a pitch detection algorithm in conjunction with a spectral filtering based source separation. The algorithm was designed to work with polyphonic signals regardless of the main instrument, type of accompaniment or musical style. Our approach features a fundamental frequency estimation stage, a refined harmonic structure for the spectral mask and a post-processing stage to reduce artifacts. The processing chain has been kept light. The use of perceptual measures for quality assessment revealed improved quality in the extracted signals with respect to our previous approach. The results obtained with our algorithm were compared with other state-of-the-art algorithms under SISEC 2011.

Index Terms— Separation, filtering, main melody, harmonics.

1. INTRODUCTION AND PREVIOUS WORK

Due to the immense popularity of karaoke and music video games, as well as the increasing interest in the development of music education tools, the capability to extract main melodies from musical recordings and subsequently obtain accompaniment tracks to play or sing along has gained a lot of attention in the research community.

In this context, some systems have specifically dealt with the problem of singing voice extraction from polyphonic audio. In [1] a system based on classification of vocal/non-vocal sections of the audio file, followed by a pitch detection stage and grouping of the time-frequency tiles was proposed. In [2], voice extraction is achieved by main melody transcription and sinusoidal modeling. A system based on pitch detection and non-negative matrix factorization (NMF) is proposed in [3]. Others have focused on the separation of harmonic from percussive components of an audio track [4], [5]. Similarly, a system is proposed in [6] to specifically address the extraction of saxophone parts in classical saxophone recordings. More general algorithms have also been proposed for main melody separation regardless of the instrument used: Durrieu in [7] proposes a source/filter approach with a two-stage parameter estimation and Wiener filtering based separation. In [8] Lagrange proposes a main melody extraction system based on a graph partitioning strategy - Normalized Cuts, sinusoidal modeling and computational auditory scene analysis (CASA).

The remainder of this paper is organized as follows: Section 2 describes the different stages of the proposed algorithm, Section 3 presents the evaluation scheme and results and in Section 4 we draw some conclusions and present future work.

2. PROPOSED SYSTEM

In this work, we aim to develop a system capable of separating main instruments from music accompaniment, regardless of the type of solo instrument used, musical genre of the track or type of music accompaniment. We focus on commercial recordings of polyphonic music. The algorithm does not require any prior information for processing and has been kept lightweight to allow real-time performance.

The system is composed of 5 building blocks shown in Fig. 1 and further described in the next subsections. For the remainder of this paper the following notation applies: Let $F_{k,n}$ be the Short-Term Fourier Transform (STFT) of a monaural signal $f(t)$ and $M_{k,n} = |F_{k,n}|$ its magnitude spectrogram, with $k$ the frequency index and $n$ the time index. We aim to decompose $M_{k,n}$ into a main melody/solo component $S_{k,n}$ and an accompaniment component $A_{k,n}$. The magnitude spectrogram of the audio signal is modeled as follows: $M_{k,n} = A_{k,n} + S_{k,n}.$

2.1. Pitch Detection

For this system, the pitch detection algorithm described in [9] is used. The performance of this algorithm was tested in the Audio Melody Extraction task within the Music Information...
Retrieval eXchange (MIREX09) obtaining the best results among all competing algorithms. During pitch extraction, an analysis frame of 46 ms is used in conjunction with a hopsize of 5.8 ms.

2.2. F0 Refinement

In order to improve the f0 (fundamental frequency) estimation delivered by the pitch detection algorithm, a refinement stage is proposed where the magnitude spectrogram is interpolated in a narrow band around each initial f0 value and its constituent harmonics. For a particular time frame $n$:

$$M_{i,n} = M_{k_1,n} + \frac{(f_{k_i} - f_{k_1})M_{k_2,n} - (f_{k_i} - f_{k_3})M_{k_1,n}}{f_{k_2} - f_{k_1}}$$  \hspace{1cm} (1)$$

with interpolation step $i = 1, \ldots, i_{max}$, $f_{k_1} = f0/2^{(25/1200)}$ and $f_{k_2} = f0 \cdot 2^{(25/1200)}$ quarter tone deviations from the initial f0 location in Hz. For each interpolation step a cumulative magnitude sum is obtained and the maximum position is taken as an indicator of the new f0 value.

$$f0_n = \arg\max_i \left( E_i = \sum_{h=1}^{h_{max}} M_{h,n} \cdot \frac{f_{k_2} - f_{k_1}}{i_{max}} \cdot f0 \right)$$  \hspace{1cm} (2)$$

with harmonic number $h = 1, \ldots, h_{max}$. The calculated harmonic location for each partial in each interpolation step is given by $H^i_h = f0 \cdot h \cdot k_i$.

2.3. Harmonic Series Refinement

After a refined estimate of the fundamental frequency has been obtained, the location of each harmonic component is also refined. The two underlying principles at this stage are: (1) Each harmonic component is allowed to have an independent deviation from the calculated ideal location of the harmonic, i.e., multiple integer of the fundamental frequency, and (2) the acoustic differences between the voice, string and wind instruments need to be considered when harmonic components are located. While no prior information is given to the algorithm regarding the instrument class, the harmonic refinement stage has to be kept consistent. Namely, inharmonicity characteristics differ between instrument families. A well known characteristic of conical bore instruments, for example, is the flattening of upper resonances in relation to the fundamental component due to open end corrections in the tone hole lattice [6]. To keep control of harmonic deviations, each partial is allowed a maximum deviation $\rho_{max}$ from its harmonic location $k_h$ of one quarter tone. This will guarantee that tones will remain perceptually harmonic. For harmonic numbers $h = 2, \ldots, h_{max}$, time frame $n$ and $k_h - \rho_{max} \leq k \leq k_h + \rho_{max}$, we define a detection matrix $d_{k,n}$ such that:

$$d^{(h)}_{k_0,n} = \begin{cases} 1 & \text{for } k_0 = \arg\max_k (M_{k,n}) \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (3)$$

2.4. Spectral Masking

After the complete harmonic series has been estimated, initial binary spectral masks for the solo $\tilde{M}_{S_k,n}$ and accompaniment $\tilde{M}_{A_k,n}$ are created. At this stage, each time-frequency tile is defined either as part of the solo instrument or part of the accompaniment. To compensate for spectral leakage in the time frequency transform, a tolerance band $\Delta$ centered at the estimated location $k_0$, is included in the masking procedure. Thus, for a frequency range $k_0 - \Delta \leq k \leq k_0 + \Delta$ and time frame $n$ we have:

$$\left( \tilde{M}_{S_k,n}, \tilde{M}_{A_k,n} \right) = \begin{cases} (M_{k,n},0) & \text{if } d_{k,n} = 1 \\ (0,M_{k,n}) & \text{otherwise} \end{cases}$$  \hspace{1cm} (4)$$

2.5. Post-Processing

In contrast to the previous stages, which are performed on a frame by frame basis, the post-processing stage evaluates each tone as a whole. Two specific events are here addressed: (1) attack frames and (2) crosstalk of transients in solo signals.

The pitch detection algorithm requires a few processing frames before a valid f0 value can be detected. To compensate for this inherent delay, a region of 70 ms before the start...
of each tone $n_0$, is searched for harmonic components that correlate with the harmonic structure of the tone. The binary masks $M_{S_{h,n}}$ and $M_{A_{h,n}}$ are modified accordingly to include the attack frames found for each tone.

Due to overlapping of spectral information from different sources, percussion hits are often detected as being part of a tone. Bearing in mind that percussion onsets are evident sources, percussion hits are often detected as being part of each tonal event should simultaneously occur, then if $t_{h}^{n} = \psi(M_{h}^{n}, L)$ is obtained, where $\psi$ is a median filter of length $L$ [5]. Let $\gamma_{p}$ be the maximum magnitude variation allowed and $min_{h}$ the minimum number of harmonics where the event should simultaneously occur, then if $M_{S_{h,n}} \geq t_{h}^{n} \gamma_{p}$ for at least $min_{h}$ harmonics, then $M_{S_{h,n}} = t_{h}^{n}$ and $M_{A_{h,n}} = M_{k,n} - M_{S_{k,n}}$. The new spectral masks are no longer binary.

2.6. Re-synthesis

Finally, the complex valued spectrogram is masked and independent solo and accompaniment tracks are re-synthesized by means of the inverse Short-Term Fourier Transform (ISTFT). Thus, the solo track is $S_{k,n} = F_{k,n} \otimes M_{S_{k,n}}$ and the accompaniment track is $A_{k,n} = F_{k,n} \otimes M_{A_{k,n}}$, where $\otimes$ denotes elementwise multiplication. The output solo and accompaniment tracks are then $s(t) = ISTFT(S_{k,n})$ and $a(t) = ISTFT(A_{k,n})$.

3. Evaluation

3.1. Experiments

Two different sets of experiments were conducted in this study: (1) The goal of the first experiment was to evaluate the contribution of each processing stage into the quality of the extracted signals. For this purpose, different versions of the algorithm were created where the different processing stages were bypassed and quality of resulting signals was evaluated. (2) The second set of experiments tested the full algorithm under SiSEC 2011 [10] conditions in the Professionally Produced Music Recordings task. For the SiSEC 2011, a dataset of multi-track recordings was made available and a common evaluation scheme was established to test different algorithms. The PEASS Toolkit, described in Section 3.3, was used for evaluation of results. The goal of this experiment was to compare the performance of our algorithm with other state-of-the-art approaches.

3.2. Dataset

For the first experiment, three audio segments were selected from multi-track recordings. Table 1 presents the main characteristics of these signals. Signals 1 and 3 are publicly available, but due to copyright issues, Signal 2 is not publicly available. For the second experiment, seven songs from the SiSEC 2011 [10] dataset were used. Table 3 shows the signals used for this experiment, all publicly available in the campaign website.

3.3. Quality Measures

The use of objective measures based on energy ratios between the signal’s components, i.e., Signal to Distortion Ratio (SDR), Image to Spatial Distortion Ratio (ISR), Signal to Interference Ratio (SIR) and Signal to Artifacts Ratio (SAR), has been the standard approach in the Sound Separation community to test the quality of extracted signals. However, due to the fact that these measures do not directly correlate to perceptual attributes, the results could potentially be misleading. In the attempt to provide a more suitable tool for testing separation results, the PEASS Toolkit - Perceptual Evaluation Methods for Audio Source Separation - has been developed [11]. This system proposes a family of four objective measures with the aim of predicting a set of subjective scores. The system makes use of auditory-motivated metrics to assess the perceptual salience of the target distortion, interference and artifacts. The family of objective measures is composed of the Overall Perceptual Score (OPS), the Target-related Perceptual Score (TPS), the Interference-related Perceptual Score (IPS) and the Artifacts-related Perceptual Score (APS).

3.4. Discussion

For the two experiments, the following processing parameters were used: $h_{max} = 25$, $\Delta = 1$, $h_{min} = 8$, and $\gamma_{p} = 1.2$.

3.4.1. Experiment 1: Contribution of processing blocks

The results of this experiment are presented in Table 2. The final signals can be accessed in our result website. As shown in Table 2, for both the solo and accompaniment tracks, the highest OPS is obtained with the full algorithm in two of the three signals. However, in the case of Scenaric, where the highest OPS is not reached for the solo, and in the case of Natmin, where the highest OPS is not reached for the accompaniment, the scores of the full and the best variants are very close. These results also suggest that each one of the different processing stages contributes somehow to a perceptual gain.
in the extracted signals. The biggest perceptual improvement for the solo signals (Signals 1-4) is obtained with the Post-Processing block as for the noPP variants, the lowest OPS and APS scores are always obtained. For the accompaniment tracks (Signals 5-8), the lowest APS scores are always obtained for the noPP but as can be seen, this is not the case for the OPS. Our goal is to build an algorithm that will have solid performance regardless of the signal used. This represents a big challenge given the great variability of signals. In this sense, we aim not to obtain the highest OPS scores at all times with the full algorithm, but to make sure that for those cases where the highest OPS score is not reached with full processing, the difference in terms of perceptual quality with respect to the best variant is minimum. The accompaniment tracks show in general lower OPS scores compared to its corresponding solo tracks. There are also some cases where the variant that obtains the highest scores for the solo signal, also obtains the lowest scores for the accompaniment or vice-versa, e.g., TPS of Track 36, noHS, IPS of Natmin, noF0, OPS of Natmin_Full, TPS of Scenaric, noF0. This invalidates the assumption that better solo signal extraction necessarily translates into better accompaniment extraction and suggests that the effects of some of the processing stages might be increasing quality of the solo tracks at the expense of losing quality in the accompaniment tracks and vice-versa. Such effects need to be further studied to guarantee a quality balance between the solo and the accompaniment at all times under the condition \( M_{k,n} = A_{k,n} + S_{k,n} \).

### 3.4.2. Experiment 2: SISEC 2011

For the Professionally Produced Music Recordings task in SISEC 2011, a total of seven algorithms were submitted [10]. For sake of simplicity, we only present in Table 3 our results and compare them to the system proposed by Durrieu [12]—both have the same final goal: main melody and accompaniment separation. For particular details of the algorithms and the full table of results, we refer the reader to the campaign’s website. It can be seen that our algorithm presents OPS values comparable to those obtained by Durrieu. Furthermore, both algorithms show in general high IPS values that suggest a successful isolation of the main melody. However, consistently lower values for the TPS and APS are obtained with our approach. This suggests that artifacts are still perceptually evident and work in detriment of the target source quality. It is important to point out that the main melody of all the signals in this dataset was the voice. Informal experiments have shown that our approach shows consistently lower results when dealing with the voice. This can also be seen in Table 2, where instrumental signals are used and more homogeneous scores are obtained. Another important fact in this analysis is time efficiency of the algorithms. While Durrieu’s approach reports an average processing time of 600 sec per excerpt, our algorithm requires an average of 8 sec per excerpt. This represents 1/75 of the processing time.

### 4. CONCLUSIONS

We presented a system for the separation of main instruments from accompaniment in real world music recordings. With the use of the PEASS toolkit, we found that our refinements mostly resulted in an improved separation quality. The performance of the algorithm was compared to state-of-the-art approaches under the SiSEC 2011. Results show that our algorithm achieves a good balance between performance and efficiency. Further work needs to be conducted to improve
the quality of voice signals. The development of quality measures is still work in progress. Furthermore, the concept of quality is strongly dependent on the application considered. For this reason, the reader is always advised to contrast the numerical results by listening to the resulting signals.
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