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ABSTRACT

This paper tackles the issue of retrieving different instances of an object of interest within a given video document or in a video database. The principle consists of considering a semi-global image representation based on an over-segmentation of video frames. An aggregation mechanism is then applied in order to group a set of segments into an object similar to the query, under a global similarity criterion. We test the effectiveness of three different aggregation strategies, two of them based on a greedy approach, and the third one involving simulated annealing optimization. Experimental results on different color spaces show promising performances, with First Tier and Bull Eye detection rates of up to 70\% and 88\%, respectively. The integration of the method in a web-based video navigation system, allowing fast video object retrieval, is finally described.

Index Terms— object-based indexing and retrieval, multiple instance detection, partial matching, MPEG-7 visual descriptors, video indexing, color spaces.

1. INTRODUCTION

Object retrieval in videos is among the most challenging tasks in the field of computer vision applications. In the last years an increasing number of solutions have provided a variety of satisfying results for concept detection and object categorization in videos [1]. Yet, retrieving different instances of the same object in video sequences still remains an open issue. The main difficulty is related to the specification of semi-global image representations that need to be considered, together with the elaboration of efficient partial matching strategies. In addition, variations in visual appearance and object’s pose have to be taken into account appropriately. Popular existing methods for object indexing and retrieval such as the discriminatively trained deformable part-based models [2] or the bag-of-words (BoW) representations [3] show their limitations when considering the high variability of items that a user might want to retrieve. Such methods require the use of an off-line training phase, which is dependent of the considered training set and of the pre-defined categories.

2. RELATED WORK

Related work includes two families of approaches, the first one exploiting interest points and the second relying on region-based representations.

Currently, interest points are among the most popular tools for object recognition and classification for both images and videos. Early approaches for object retrieval, using interest points, have been developed by Sivic \textit{et al.} in the Video Google system [3]. The BoW model is used for achieving fast and efficient retrieval of objects interactively selected by the user. Despite its simplicity and efficiency, BoW discards spatial information, which is essential for visual representation because of the ambiguity of visual words. Spatial information is usually re-introduced in the post-processing step through a geometry check (\textit{e.g.} RANSAC [4], neighboring feature consistency [3]) or it is rigidly encoded by quantizing the image space (\textit{e.g.} Spatial Pyramid Matching [5]). Geometry verification is computationally expensive and it is applied only to the top images in the initial ranking. Additionally, the number of interest points extracted from an image varies a lot with the image content with a low for less-textured images. While dense sampling ensures a constant number of interest points, it brings an extra computational burden.

Region-based approaches tackle the issue of less-textured images by leveraging on popular segmentation techniques to generate segments to be used for object representation. Gould \textit{et al.} [6] propose to combine appearance-based features computed on superpixels patches with relative location priors in a two stage classification process. Claiming that no segmentation method is perfect, in [7] multiple image segmentations are combined and the resulted regions are described so-called Region Context Features. Kim \textit{et al.} [8] merge fine overlapping entities into regions under spatial and similarity constraints. Such obtained regions are used as basic measure units for training an object category classifier. Recently, [9] used graphs for
discovering object instances, by grouping segmented regions in a graph of regions according to their similarity. Regions belonging to the instances of the same objects are thus discovered as connected components in a graph containing all the regions in the dataset.

The advantage of region-based approaches comes from the possibility of directly exploiting the connectivity information (i.e., adjacency between regions), which can be highly useful in the matching stage. Still, few approaches consider objects as consistent entities of adjacent regions, as only the most relevant regions from a certain object category are learned and weighted up from the considered pool of segments.

The method proposed in this paper also adopts a region-based representation strategy, which involves an oversegmentation of the image. Images are represented as graphs of regions and objects become sub-graphs. Objects are single connected component groups of adjacent regions, and their inner structure information can be thus exploited. The key ingredient of our approach is a dynamic region grouping procedure, which makes it possible to regroup different individual regions into a candidate object. A global matching score, which measures the similarity of the candidate object with the given query, needs to be minimized. Different matching strategies, including greedy algorithm and simulated annealing optimization, are considered.

The rest of the paper is organized as follows. The following section recalls the color-based visual representation adopted, based on the MPEG-7 Dominant Color Descriptor (DCD). The dynamic region grouping algorithms proposed are then detailed in Section 4. Section 5 presents and analyzes the experimental results obtained. The integration of the proposed method in a dedicated video object search and retrieval platform is presented in Section 6. Finally, Section 7 concludes the paper and opens some perspectives of future work.

3. DCD REPRESENTATION

The video document is decomposed in shots and a set of representative keyframes is determined for each shot, using the approach recently proposed in [10]. The keyframes are then segmented by applying standard algorithms. In our case, we have used the popular MeanShift technique [11]. Each region (or segment) is described by a unique, homogeneous color, defined as the mean value of the pixels of the given region. The set of colors, together with their percentage of occupation in the image are regrouped into a visual representation, which is similar to the MPEG-7 DCD [12]. More precisely, let \( C_I = \{ c_{i_1}, c_{i_2}, \ldots c_{i_N_I} \} \) be the set of \( N_I \) colors obtained for image \( I \), and \( H_I = \{ p_{I_1}, p_{I_2}, \ldots p_{I_N_I} \} \) the associated percentages of occupation. The visual image representation is defined as the couple \(( C_I, H_I )\).

The advantage of the DCD representation comes from the fact that objects with arbitrary numbers of colors can be efficiently compared by, using, for example, the Quadratic Form Distance Measure introduced in [13], defined as:

\[
d^Q(H_Q, H_I) = \sum_{i=1}^{N_Q} \sum_{k=1}^{N_Q} a(c_i^Q, c_k^Q) p_i^Q p_k^Q + \sum_{j=1}^{N_I} \sum_{l=1}^{N_I} a(c_j^I, c_l^I) p_j^I p_l^I - \sum_{i=1}^{N_Q} \sum_{j=1}^{N_I} a(c_i^Q, c_j^I) p_i^Q p_j^I
\]

Where \( H_Q = (p_{Q_1}, p_{Q_2}, \ldots p_{Q_{N_Q}}) \) and \( H_I = (p_{I_1}, p_{I_2}, \ldots p_{I_{N_I}}) \) respectively denote the DCD vectors of length \( N_Q \) and \( N_I \) respectively associated to the query (\( Q \)) and candidate (\( I \)) images. The function \( a \), describe the similarity between two colors \( c_i \) and \( c_j \) and is defined as:

\[
a(c_i, c_j) = 1 - d(c_i, c_j) / d_{max}
\]

where \( d \) is a distance between colors \( c_i \) and \( c_j \) in the considered color space, while \( d_{max} \) is its maximum value. The above-defined distance is used as a global criterion in the matching stage.

Let us note that each color region in a candidate image has a specific contribution to the global distance. Thus, the contribution of color \( c_j \) in an image \( I \) to the global distance between image \( I \) and query \( Q \) is defined as:

\[
c(c_j, Q) = \sum_{i=1}^{N_I} a(c_i, c_j) p_j^I p_l^J - \sum_{i=1}^{N_Q} a(c_i^Q, c_j^I) p_i^Q p_j^I
\]

We use equation 3 for retrieving the regions with the highest negative impact over the global criterion.

4. DYNAMIC REGION GROUPING

In a first stage, we perform a pre-filtering of each frame, aiming to eliminate individual regions with far-off colors, based on a color similarity criterion. Let us emphasize that the objective here is not to determine precisely the candidate object, but to roughly restrict the number of candidate regions, by eliminating far-off colors using a permissive threshold. The resulting regions are labeled into connected components and each such connected component is then considered as an initial candidate object to be matched with the query. Next, we consider a dynamic region grouping algorithm. Each candidate object is iteratively refined by removing and adding regions until the global matching distance is minimized. The candidate object presenting the minimum distance is selected and displayed as a result. An overview of the proposed approach is illustrated in Figure 1.

In this paper we have considered three optimization methods [14], so-called greedy, relaxed greedy and simulated annealing, and investigated their performances on different color spaces.

In the case of the greedy algorithm, at each step, we consider the current candidate object in image \( f \) and attempt to improve the current similarity measure between query and candidate objects. We recursively eliminate the color segment which provides the worst contribution to the global distance (cf. equation 3). We then check if the global
distance is decreasing or not. If positive, we eliminate the corresponding region, update the color frequency vector $H_c$, and re-iterate the algorithm on the new candidate object obtained by trying to eliminate the following noisy regions as long as the distance decreases. When the distance increases, we return to the previously obtained best score configuration and stop the algorithm.

When considering a greedy approach, the risk is to remain blocked in a local minimum, because whenever the distance is increasing, the algorithm stops. In order to overcome such a limitation, we consider a relaxed greedy procedure, which allows up-hill movements (in the sense of the functional in equation 3). If the current distance obtained is $\delta\%$ lower than the previous score, than the new configuration is accepted. We consider that if the current distance is with $\delta\%$ higher than the previous obtained one, the candidate object has a low probability of reaching a configuration with a better score. In this case, the algorithm should stop and return the current best distance.

Finally, in order to achieve asymptotic optimality, we have adopted a simulated annealing matching strategy. We associate a binary state $S = S(c)$ to each color segment $c$. If the color state $S$ is equal to 0, the color segment $c$ is considered as not belonging to the current candidate object. On the contrary, if the state $S$ has value 1, $c$ is considered as part of the current object. At each step, the algorithm attempts to change the stage of the current color segment, by investigating the variation of the global energy $\Delta E = E(S^c) - E(S)$ (with energy $E$ defined as described in equation 1) when the state $S$ is set to its complementary value $S^c$.

If the variation $\Delta E \leq 0$, then the current state $S$ is replaced by its complementary state $S'$. If the energy variation $\Delta E$ has a positive value, then a random variable $\alpha$, $0 \leq \alpha \leq 1$ is generated. The current state $S$ is replaced by $S'$ if the following condition is satisfied:

$$\alpha \leq e^{(-\Delta E/T)}$$ and $E(S') < E(S)$

where $T$ denotes the value of the temperature at the current state.

For each temperature, $n_0$ iterations are performed. The temperature of the system is then iteratively lowered, according to the following given freezing scheme:

$$T_{n+1} = \tau T_n$$

where $\tau$ is the (constant) cooling rate with value between 0 and 0.99, and $T_n$ is the temperature at the $n^{th}$ iteration. The algorithm starts at an initial temperature $T_0$ and stops when a freezing temperature $T_f$ is reached. The considered values of SA method parameters are illustrated in Table 1.

Let us now describe the experimental results obtained.

5. EXPERIMENTAL RESULTS

For our experiments, we have considered the Sound and Vision dataset, used for the TRECVID 2010 Instance Search Task. Thus, we have considered 34 videos summing up to approximately 15 hours of video content. A total number of 5580 keyframes has been obtained. The MeanShift algorithm has generated an average number of 200 regions per frame, with a maximum of 330 regions per frame.

In order to test the influence of the choice of color space over the results, we have tested our methods in the RGB and CIE-Lab color spaces. For the RGB color space we have considered the Euclidean distance as a similarity measure between region colors. For the CIE-Lab color space we have retained the two distance similarity measures so-called CIE76 and CIE94 [15].

In order to objectively evaluate the performances of the algorithm, we have retained 12 query images (Figure 2), interactively selected by different users. Let us note that even though the considered queries represent persons, we pose the problem as a retrieval of generic objects one. Therefore the search is performed based on the visual appearance of the person (e.g. clothes) and we target the shots where the person is displayed with a similar appearance.

The query specification is not precise, the user being requested to select approximately the desired objects of interest. We have then established a ground truth set of relevant frames, by exhaustively selecting the set of all frames where the query object appears.

We have performed 2 sets of experiments for each considered query. Firstly, we have launched the query only within the video of the query object in order to test a typical use case for a regular user. Further on we have launched the query in the whole dataset in order to test the scalability of the proposed methods.

For the performance evaluation, we have adopted the First Tier (FT) and Bull Eye (BE) scores, respectively defined as the percentage of relevant results retrieved within the top P and (2P) first retrieved results, where P denotes the total number of relevant responses for a given query.
Experiments have been run on a PC with Intel Xeon CPU W3530 at 2.80 GHz and 12 Gb RAM. Computational times are display in Table 1.

Table 1. Computational times for RGB color space

<table>
<thead>
<tr>
<th>Run</th>
<th>Greedy</th>
<th>Relaxed Greedy</th>
<th>SA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intra-Video time</td>
<td>6s</td>
<td>10s</td>
<td>816s</td>
</tr>
<tr>
<td>Inter-Video time</td>
<td>147s</td>
<td>270s</td>
<td>19388s</td>
</tr>
</tbody>
</table>

Figure 3 summarizes the results obtained for all the three proposed methods when the search is performed within the video of origin of the object of interest. The analysis of the results shows that the CIE76 runs perform best on all three methods, while RGB has the weakest performance. In the case of the greedy methods the improvement is more significant: +13% on both FT and BE for the relaxed greedy method and +12% and +9% for FT and BE, respectively, comparing to the RGB scores. In the case of simulated annealing, the gap is less significant, the algorithm approaching the optimal solution whatever the considered color space. Overall, the SA-based method yields the best retrieval performances, with FT and BE scores of 70% and 88%, respectively for CIE76. The SA optimization also presents a stable behavior, with quasi equivalent results for different values of the parameters \( T_o, T_{fin} \) and \( n_o \). However, the main limitation of the SA approach is related to the high computational complexity, the average time per query being close to 800 seconds. The basic greedy method is much faster, with only 6 seconds in average per query. However, the associated retrieval performances are much inferior, with FT and BE scores of 51% and 69%, respectively for the RGB run. This drawback is partially eliminated by the relaxed greedy scheme, which achieves higher retrieval scores (FT = 67% and BE = 87%) close to the SA ones, while offering interesting performances in terms of computational complexity (with an average execution time of 11 seconds). Let us note that the influence of parameter \( \delta \) is quite reduced, similar results (±2% in FT scores) being obtained for values of \( \delta \) between 5% and 20%.

6. FAST OBJECT INSTANCES RETRIEVAL WITH THE OVIDIUS PLATFORM

In this section we illustrate the functionalities of the OVIDIUS platform for quick retrieval of shots and object instances within a video document. The OVIDIUS platform[16] achieves a good balance between such navigation, visualization and search features in an accessible web-based environment.

The video browsing process is based on the MPEG-7 structural approach for video description [17], which relies on the abstract concept of segment, defined as a generic piece of an audio-visual document. In combination with a recursive decomposition mechanism (which may be temporal, spatio-temporal or spatial), such an approach makes it possible to create a hierarchical and multi-granular video content description, adapted to both navigation/browsing and search functionalities.
The OVIDIUS GUI makes it possible to obtain a visual and interactive representation of the MPEG-7 descriptive structure and integrates the following components: video player, selector of the hierarchical level of each segment, rows of iconic representations of segments including the display of basic information such as (identifier, time stamp, type), navigation buttons and a timeline scrollbar for instant access to scenes from different parts of the video (Figure 5).

A color code is used in order to inform the user about the current hierarchical level of access. While visualizing the video, the user can simultaneously skim through neighboring scenes and shots. The user can also add another navigation row of iconic representation from a different hierarchic level of segmentation. One thread contains the scene previews, while the other one displays the previews of the shots corresponding to the current scene. Users can switch between different segments horizontally (on the same hierarchical level) and vertically (between different hierarchical levels).

Concerning the search functionalities OVIDIUS integrates the above-described object retrieval method. Regions and objects of interest can be interactively selected by the user and retrieved inside the video. The retrieval results are displayed in decreasing similarity order in a dedicated thread.

7. CONCLUSIONS AND PERSPECTIVES

In this paper, we have presented a region-based object retrieval method which makes it possible to detect throughout the video multiple instances of an object selected by the user. Different color spaces have been evaluated.

Promising retrieval results, with object detection rates of up to 70% (in FT score) and 88% (in BE score) have been obtained on the challenging TRECVID 2010 instance search track video database which involves various characters in visually different scenes. The CIE Lab color space combined with the CIE76 similarity measure yield the highest performances. Finally, the integration of the method within the OVIDIUS platform has been presented.

The perspectives of future work concern the integration in the same region grouping process of additional spatial information in the considered approach, in order to obtain a more discriminative representation. In this respect, the graph cut global optimization method offers interesting perspectives of future development.
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