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ABSTRACT

Estimation of the genome copy number variations (CNVs)
measured using the high-resolution array-comparative ge-
nomic hybridization (HR-CGH) microarray is provided in
the presence of large measurement white Gaussian noise hav-
ing typically different segmental variances. Jitter inherent to
the breakpoints of such signals can be approximated with the
discrete skew Laplace distribution. Referring to and aimed at
sketching a more clear picture about possible chromosomal
changes, we have justified the estimate UB and LB proba-
bilistic masks in the three-sigma sense to guarantee an exis-
tence of true changes with the probability of 99.73%. Some
real measurements are tested by these mask and practical
conclusions are provided.

1. INTRODUCTION

The disease such as cancer is often accompanied with struc-
tural changes called copy-number variations (CNVs) in the
deoxyribonucleic acid (DNA) of a genome essential for hu-
man life. The sell with the DNA typically has a number of
copies of one or more sections of the DNA that results in
the structural chromosomal rearrangements - deletions, du-
plications, inversions and translocations of certain parts [1].
A brief survey of types of chromosome alterations involv-
ing copy number changes is given in [2]. A commonly ac-
cepted unit of measurement in molecular biology is kilo-
base (kb) equal to 1000 base pairs of DNA [3]. The human
genome with 23 chromosomes is estimated to be about 3.2
billion base pairs long and to contain 20000−25000 distinct
genes [7]. Each CNV may range from about one kb to several
megabases (Mbs) in size [1].

The array-comparative genomic hybridization (aCGH)
is one of the most modern techniques employing chromo-
somal microarray analysis to detect the CNVs at a resolu-
tion level of 5–10 kbs [4]. It was reported in [5] that the
high-resolution CGH (HR-CGH) arrays are accurate to de-
tect structural variations (SV) at resolution of 200 bp. In
microarray technique, the CNVs are often normalized and
plotted as log2 R/G = log2 Ratio, where R and G are the fluo-
rescent Red and Green intensities, respectively [6]. The Ra-
tio is highly contaminated by noise which intensity does not
always allow for correct visual identification of the break-
points and copy numbers if the number of segmental reads
is small. A sufficient quality in the CNVs mapping can be
achieved with tens of millions of paired reads of 29–36 bases
at each. Deletions as small as 300 bp should also be detected
in some cases. For instance, arrays with a 9-bp tiling path
were used in [5] to map a 622-bp heterozygous deletion.

From the standpoint of signal processing, the following
properties of the CNVs function were recognized [2]:
• It is piecewise constant (PWC) and sparse with a small

number of alterations on a long base-pair length.
• Its constant values are integer, although this property is

not survived in the log2 Ratio.
• The measurement noise in the log2 Ratio is highly inten-

sive and can be modeled as additive white Gaussian.
The CNVs estimation problem is thus to predict the

breakpoints locations and the segmental levels with a max-
imum possible accuracy and precision acceptable for medi-
cal applications. Because of large noise, the CNVs estimates
must be accompanied with probabilistic upper bound (UB)
and lower bound (LB) masks.

2. PROBABILISTIC UB AND LB MASKS

Below, we consider the jitter in the breakpoints and segmen-
tal errors and specify the probabilistic UB and LB masks in
the three-sigma sense to guarantee an existence of the CNVs
between the masks with the probability of 99.73%.

2.1 Jitter Distribution
It was shown in [8] that jitter in the lth breakpoints nl of
discrete sparse piecewise-constant signals such as the CNVs
measured in white Gaussian noise can be approximated with
the discrete skew Laplace probability density function (pdf)
[9]:

p(k|dl ,ql) =
(1−dl)(1−ql)

1−dlql

{
dk

l , k > 0 ,
q|k|l , k 6 0 ,

(1)

where dl = e−
κl
νl ∈ (0,1) and ql = e−

1
κl νl ∈ (0,1), κl =√

lnxl
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,
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φ 2
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+
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2 erfc(gα

1 ) , γ
−
l = γ

+
l ,

1
2 [erf(gβ

l )− erf(gα
l )] , γ

−
l > γ

+
l ,

(5)
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γ
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l
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+
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l
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(8)

are the signal-to-noise ratios (SNRs) in the lth and (l + 1)th
segments related to the change ∆l = al+1−al in the nl break-
point and the variances σ2

l and σ2
l+1 of the segmental white

Gaussian noise.

2.1.1 Jitter Bounds

The left jitter bound (LJB) JL
l and the right jitter bound (RJB)

JR
l can be determined with respect to the lth breakpoint îl as

follows. Consider the jitter distribution (1) for known γ
−
l and

γ
+
l . Increase k in (1) from zero until pk < 0.27%. Accept the

relevant value of k as the right jitter kR
l . Next, reduce k from

zero until pk < 0.27% and accept the relevant value of k as
the left jitter kL

l . Form the LJB and RJB as

JL
l
∼= n̂l− kR

l , (9)

JR
l
∼= n̂l + kL

l . (10)

2.2 Segmental Error Probability
Provided the estimate n̂l of the breakpoint nl , simple av-
eraging applied on an interval of Nl = nl − nl−1 readings
from nl−1 to nl − 1 gives the segmental level estimate â j =

1
N j

n j−1

∑
v=n j−1

yv, which mean value is E{â j}= a j and which vari-

ance is σ̂2
j =

σ2
j

N j
, where σ2

j is the noise variance in the jth
segment. The Gaussian pdf of â j is thus

p j(x) =

√
N j

2πσ2
j

exp

[
−
(x−a j)

2N j

2σ2
j

]
(11)

and the error probability for â j to exceed a threshold ε around
actual a j can be found as

PE(N j) = 2
∞∫

a j+ε

p j(x)dx = erfc

(
µ

√
N j

2

)
, (12)

where erfc(x) is the complementary error function and µ =
ε√
σ2 is the normalized threshold.

2.2.1 Segmental Bounds

In the 3-sigma sense, the UB for segmental estimates can

be formed as âUB
j = E{â j}+ 3

√
σ2

j
N j

. However, neither the

actual a j = E{â j} nor multiple measurements necessary to
approach a j by averaging are available. We thus specify UB
and LB approximately as

âUB
j
∼= â j +3

√
σ2

j

N j
, (13)

âLB
j
∼= â j−3

√
σ2

j

N j
. (14)

2.3 UB and LB Masks
By combining (9), (10), (13), and (14), the UB and LB masks
can be formed to outline the region for true CNVs. The al-
gorithm for computing the UB mask BU

n and LB mask BL
n

is developed in Table 1. Its input is measurements yn, break-
point estimates n̂l , allowed error probability ξ = 0.0027 (3-
sigma), number L of the breakpoints, and number of readings
M. At the output, the algorithms produces the masks BU

n and
BL

n . The masks have the following basic properties:
• The true CNVs exist between BU

n and BL
n with the prob-

ability of 99.73% (3-sigma).
• If BU

n or BL
n covering two or more breakpoints is uni-

form, then there is a probability of no changes in this
region.

• If both BU
n and BL

n covering two or more breakpoints are
uniform, then there is a high probability of no changes in
this region.

3. EXPERIMENTAL VERIFICATION

The purpose of this section is to test some CNVs estimates by
the UB and LB probabilistic masks (Table 1). For clarity, we
first compute some useful characteristics of the processes and
put them to tables. We base our studies on some HR-CGH ar-
ray measurements published in [10] and available from [11].
Voluntary, we select the ones associated with large jitter and
large segmental errors. The estimates îl of the breakpoint
locations are also taken from [11]. For a comparison, we
also provide another estimates based on [12, 13]. Note that
îl ∼= n̂l r̄, where r̄ = 30 kb is an average probe resolution. Es-
timates of the segmental levels are found by data averaging
between the breakpoints and we notice their good correspon-
dence with [11]. We finally employ the algorithm (Table 1)
and plot the UB and LB masks along with the CNVs esti-
mates provided.

3.1 Large Jitter
The first database processed is a part of the 7th chromosome
in archive “159A–vs–159D–cut” of [11]. It is shown to have
14 segments and 13 breakpoints (Fig. 1 and Fig. 2). How-
ever, there is a high probability that some breakpoints do not
exist. Observe Fig. 2a and the characteristics collected in Ta-
ble 2. The only breakpoint which location can be estimated
with high accuracy is i1. Jitter in î6 and î7 is moderate. All
other breakpoints have large jitter. It is seen that the UB mask
for the 2nd-to-6th segments is almost uniform. Thus, there
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Table 1: Algorithm for computing the UB mask BU
n and LB mask

BL
n via HR-CGH array CNVs measurements yn and the breakpoint

locations estimates n̂l . Given: allowed error probability κ= 0.0027
(3-sigma), number L of breakpoints, and number of readings M.

Input: yn, n̂l , ξ = 0.0027, L, M
1: NL+1 = M− n̂L, n̂0 = 0
2: for j = 1 : L+1 do
3: N j = n̂ j− n̂ j−1, â j =

1
N j

∑
n̂ j−1
v=n̂ j−1

yv

4: σ j =
√

1
N j

∑
n̂ j−1
v=n̂ j−1

(yv− â j)2

5: and for
6: for l = 1 : L do
7: ∆l = âl+1− âl , γ

−
l =

∆2
l

σ2
l

, γ
+
l =

∆2
l

σ2
l+1

8: αl by (7) with “− ” and al = âl
9: βl by (7) with “+ ” and al = âl

10: gβ

l = βl−âl
|∆l |

√
γ
−
l
2 , gα

l = αl−âl
|∆l |

√
γ
−
l
2

11: hβ

l = βl−âl
|∆l |

√
γ
+
l
2 , hα

l = αl−âl
|∆l |

√
γ
+
l
2

12: PA
l by (5), PB

l by (6), φl by (4)

13: µl =
PA

l (1−PB
l )

PB
l (1−PA

l )
, xl by (2) , κl =

√
lnxl

ln(xl/µl)
,

14: νl =− κl
ln(xl)

, dl = e−
κl
νl , ql = e−

1
κl νl

15: kR
l =

⌊
νl
κl

ln (1−dl)(1−ql)
ξ (1−dlql)

⌋
. right jitter

16: kL
l =

⌊
νlκl ln

(1−dl)(1−ql)
ξ (1−dlql)

⌋
. left jitter

17: and for
18: CL+1 = M−1, DL+1 = M−1
19: for l = 1 : L do

20: Cl =

{
n̂l− kR

l if ∆l > 0
n̂l + kL

l if ∆l < 0

21: Dl =

{
n̂l + kL

l if ∆l > 0
n̂l− kR

l if ∆l < 0
22: and for
23: for l = 1 : L do

24: Cl =

{
Cl if ImCl = 0

Cl−1 if ∆l > 0 ∧ ImCl 6= 0
Cl+1 if ∆l < 0 ∧ ImCl 6= 0

25: Dl =

{
Dl if ImDl = 0

Dl+1 if ∆l > 0 ∧ ImDl 6= 0
Dl−1 if ∆l < 0 ∧ ImDl 6= 0

26: and for
27: l = 1, k = 1
28: for n = 0 : M−1 do

29: l =

{ l if n < Cl
l +1 if n > Cl ∧ Cl+1 >Cl
l +2 if n > Cl ∧ Cl+1 6Cl

30: k =

{ k if n < Dl
k+1 if n > Dl ∧ Dl+1 >Cl
k+2 if n > Dl ∧ Dl+1 6Cl

31: BU
n = âl +3

√
σ2

l
Nl

. UB mask

32: BL
n = âk−3

√
σ2

k
Nk

. LB mask

33: and for
Output: BU

n , BL
n

Figure 2: UB mask and LB mask for the estimates of the CNVs
shown in Fig. 1: (a) genomic location from 130Mb to 146Mb and
(b) genomic location from 146Mb to 156Mb.

is a probability that the 2nd-to-5th breakpoints do not exist.
If to follow the LB mask, then locations of the 2nd-to-4th
breakpoints can be predicted even with large errors. At least
they can be supposed to exist. However, nothing definitive
can be said about the 5th breakpoint location and one may
suppose that it does not exist. It is also hard to distinguish
the true location of the 8th breakpoint.

In Fig. 2b, i10, i12, and i13 are well detectable owing
to large segmental SNRs. The breakpoint i9 has a moderate
jitter. However, the location of i11 is unclear. Moreover, there
is a probability that i11 does not exist.

3.2 Large Segmental Errors
Another database corresponds to the 2nd chromosome in
“159A–vs–159D–cut” of [11] supposedly having 42 seg-
ments and 41 breakpoints. This case demonstrates large seg-
mental errors associated with just a few readings. In turn,
only a few breakpoints are accompanied here with large jit-
ter. Four specific regions associated with large segmental er-
rors are sketched in Fig. 3. Even a quick look at these figures
shows that in almost all of the cases of short chromosomal
changes the segmental errors reach tens of percents. More-
over, some segments cannot be estimated at all with a rea-
sonable error. Thus, there is a probability that such changes
do not exist.

In fact, errors in the estimates of a4, a6, a14, ana a16 ex-
ceed 30%. A situation is even worse with a10, a12, a15, and
a18, where the estimation errors reach (40–50)%. We think
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Table 2: Characteristics of the CNVs estimates for measurements of the 7th sample from the archive “159A–vs–159D–cut” of [11] with an
average resolution of r̄ = 30kb. Statistics, bounds, and jitter parameters are given for the Log2 Ratio. Jitter in î1, î6, î7, î9, î10, î12, and î13 is
moderate and these breakpoints are well detectable. The breakpoints î2, î3, î4, î5, î8, î9, and î11 cannot be estimated correctly owing to large
jitter. There is a probability that the breakpoints î2, î3, î4, î5, and î11 do not exist. There is a high probability that the breakpoint î5 does not
exist.

j jth Segment Statistics 3-σ Bounds Jitter parameters 3-σ Jitter

n j−1 N j â j σ2
j âUB

j âLB
j ∆ j−1 γ

−
j−1 γ

+
j−1 kL

j−1 kR
j−1

1 3085 602 1.06966 6.301637 1.07937 1.05996 – – – – –
2 3687 81 1.46235 25.13509 1.51519 1.40950 0.39268 24.4697 6.13482 1 2
3 3768 8 1.27274 26.79370 1.44636 1.09913 – 0.18960 1.43024 1.34171 5 5
4 3776 127 1.46647 27.20261 1.51038 1.42256 0.19373 1.40068 1.37962 5 5
5 3903 97 1.35931 19.86547 1.40224 1.31638 – 0.10716 0.42213 0.57804 17 4
6 4000 67 1.43297 37.85345 1.50428 1.36167 0.07366 0.27315 0.14335 – –
7 4067 12 1.87920 58.36954 2.08843 1.66997 0.44623 5.26032 3.41139 2 3
8 4079 57 1.37080 22.74918 1.43074 1.31087 – 0.50839 4.42814 11.3617 2 2
9 4136 123 1.48145 31.77443 1.52967 1.43323 0.11065 0.53814 0.38529 4 21
10 4259 84 1.97564 188.6828 2.11782 1.83346 0.49419 7.68614 1.29436 2 5
11 4343 62 0.63597 29.39834 0.70129 0.57064 – 1.33967 9.51186 61.0485 1 1
12 4405 16 0.79879 69.62526 0.99669 0.60089 0.16282 0.90176 0.38076 2 38
13 4421 80 1.99875 156.1977 2.13131 1.86619 1.19996 20.6808 9.21850 1 1
14 4501 48 0.74214 31.54325 0.81905 0.66524 – 1.25660 10.1093 50.0599 1 1

Figure 1: Measurements and estimates of a part of the 7th chromosome taken from the archive “159A–vs–159D–cut” of [11]. Jitter in î1, î6,
î7, î9, î10, î12, and î13 is moderate and these breakpoints are well detectable. The breakpoints î2, î3, î4, î5, î8, î9, and î11 cannot be estimated
correctly owing to large jitter. There is a probability that the breakpoints î2, î3, î4, î5, and î11 do not exist. There is a high probability that
the breakpoint î5 does not exist.

4



 1
 2
 3
 4
 5
 6
 7
 8
 9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
60
61

that such large errors can hardly be accepted by medical ex-
perts. Furthermore, there are two segments a2 and a8 which
levels cannot be estimated correctly and the question arises
about the existence of the predicted changes in these regions.

Another specific of this chromosome is that a part of mea-
surements around the breakpoint i19 does not contain enough
information for experts. As a consequence, neither a19 nor
i19 can be estimated with a reasonable error.

4. CONCLUSIONS

Measurements of genome changes using the HR-CGH ar-
ray are available with the probe resolution of 0.2 . . .40 kb
in the presence of large white Gaussian noise and segmen-
tal SNRs around unity. Under such conditions, estimates of
segmental changes and breakpoint locations are often accom-
panied with large and even unacceptable errors. In order to
give medical experts additional information about genomic
changes, we have justified the estimation error UB and LB
masks. The masks were found in the three-sigma sense to
guarantee an existence of true CNVs between UB and LB
with the probability of 99.73%. Testing some estimates taken
from [11] by the UB and LB masks has revealed large errors
exceeding (30...50)% in many segments. It also turned out
that jitter in some breakpoints is redundantly large for mak-
ing any decision about their locations. The masks have also
suggested that there is a high probability that some changes
and breakpoints do not exist.
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