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ABSTRACT

A two-stage approach for the customization of head-related
impulse response (HRIR) for individual subject is proposed.
In the first stage, a two-dimension common factor decom-
position (2D-CFD) algorithm is applied to extract a subject-
dependent impulse response (SDIR) from full HRIR dataset
of a subject. The SDIR is then represented as the weighted
sum of some principal components using independent com-
ponent analysis to further reduce the dimensionality of HRIR
dataset. In the second stage, joint support vector regression
is applied to construct a nonlinear model for mapping the
weightings of a target subject from its anthropometric param-
eters where correlations between different weightings are also
exploited. The proposed approach achieves a more accurate
and consistent result as compared to the original support vec-
tor regression algorithm.

Index Terms— HRIR, CFD, SVR, ICA, Customization

1. INTRODUCTION

Head-Related Impulse Response (HRIR), which captures the
filtering effect of human torso, head and pinna to a sound
propagating from a specific spatial position to the eardrum of
a listener, is the core part in virtual 3D sound synthesis[1].
Although experimental measurements can provide accurate
individual HRIR for a perfect virtual 3D sound reproduction,
the expensive equipment together with the tedious proce-
dures required in the measurement, has made it impractical
for adoptation in commercial applications. It has long been
desirable to generate individual HRIR in a more efficient way.

Inspired by the fact that HRIR has closed correlation
with the subject’s anthropometric parameters, machine learn-
ing approach can be applied to train a model between one’s
HRIR and its anthropometric parameters from a large set of
measurements. A target subject’s HRIR can be calculated
from its anthropometric parameters using the trained mod-
el. The CIPIC HRIR database [2] measured by University
of California, which contains both HRIR dataset and an-
thropometric parameters of 37 subjects, has made such idea
feasible.

As HRIR is a large dataset, principal component analysis
(PCA) or independent component analysis (ICA) is usually
applied to reduce its dimensionality before the model train-
ing. In [3],[4] PCA is applied to represent each HRIR as
the linear combination of some subject-independent principal
components and a linear model is trained linking the weight-
ings and the anthropometric parameters. In [5] algorithms for
2-Dimension PCA, Tensor-SVD and generalized low rank ap-
proximations of matrices are used for data dimension reduc-
tion and a similar model training is conducted after that. As
the correlation between HRIR and anthropometric is definite-
ly highly nonlinear, a linear model can only provide inferior
performance. To accommodate a more complicated model,
support vector regression (SVR) is introduced in [6] to train
a nonlinear model and has achieved better result. Howev-
er, SVR can only train a multiple-to-one mapping model and
it needs to train a separate model for the weighting of each
components. Different weightings are treated independently
in such case though they are clearly correlated. To exploit the
correlation between different weightings, a joint SVR (JSVR)
algorithm is proposed in this paper. Before JSVR analysis, a
2-dimension common factor decomposition (2D-CFD) algo-
rithm is applied to reduce the HRIR dimensionality by repre-
sent it as a subject-dependent impulse response (SDIR) con-
volved with a common set of direction-dependent impulse re-
sponses (DDIRs).

The remaining part of this paper is organized as follows:
Section 2 introduces the 2D-CFD algorithm to extract the S-
DIR and to train DDIRs. Section 3 derived the JSVR algo-
rithm. The proposed approach is evaluated in Section 4.

2. TWO-DIMENSION COMMON FACTOR
DECOMPOSITION

In [7], an algorithm based on deconvolution is proposed to
extract a common factor for a set of FIR filters, and in [8], a
2D-CFD algorithm is derived to reduce storage and compu-
tation requirement in real time 3D sound synthesis. In this
section the 2D-CFD algorithm is introduced to train a set of
DDIRs common to all subjects from an HRIR dataset con-
taining multiple directions and multiple subjects. An SDIR is
extracted simultaneously for each subject.
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2.1. Common Factor Decomposition

An impulse response h[n] of length L can be decomposed into
two responses, c[n] of length L1 and d[n] of length L2 which
satisfies L = L1 +L2 − 1. Given h[n] and c[n], the best d[n]
is calculated by

d = C†h (1)

where (•)† denotes pseudo inverse and

h =

 h[1]
...

h[L]

 d =

 d[1]
...

d[N ]

 (2)

C =



c[1] 0
. . . c[1]

c[M ]
. . . . . .

c[M ]
. . . c[1]
. . . . . .0 c[M ]


L×N

(3)

Given a set of K impulse responses hk and one individual
factor response (IF) dk for each of them, a common factor
response (CF) c[n]for all hi[n] can be calculated by

c =

 D1

...
DK


†

×

 h1

...
hK

 (4)

where c, hi is constructed as (2) and Di as in (3).

2.2. Extension to Two Dimension

Given HRIR dataset Hk(n, θ) ∈ RL×I , where L is HRIR
length, I is the number of directions and k = 1, · · · ,K is the
subject index, the 2D-CFD algorithm is described as follows:

By using this algorithm, the HRIR dataset Hk(n, θ) is de-
composed into two sets of common factor impulse responses,
S ∈ RL1×K and D ∈ RL2×I , where L1 + L2 = L + 1.
Each column of D is a common factor for HRIRs of all sub-
jects at the same direction and is the desired DDIR. Different
DDIRs carry the subject-independent directional information
contained in original HRIR. Similarly, each collum of S is
a common factor for all HRIRs of a specific subject and is
named SDIR. The SDIR fully represents a subject. Given a
subject’s SDIR, its original HRIR is reconstructed by

Ĥk(n, θi) = D(n, θi)
⊗

Sk(n) (5)

For HRIR set of each subject Hk(n, θ) k = 1, · · · ,K
Apply CFD to this set of HRIRs and get the CF

End for
All K CFs make up a matrix S ∈ RL1×K

Repeat
For each angle θi i = 1, · · · , I

Get HRIR in this direction for all subject H(n, θi)
Use CFs in S as IFs of this HRIR set
Extract the CF for this angle by (4)

End for
All I CFs make up a matrix D ∈ RL2×I

For HRIR set of each subject Hk(n, θ) k = 1, · · · ,K
Use CFs in D as IFs of this HRIR set
Extract the CF for this subject by (4)

End for
All K CFs make up a matrix S ∈ RL1×K

Until Convergence

3. JOINT SUPPORT VECTOR REGRESSION

Support vector regression has been widely used to construct
nonlinear prediction models and is adopted in this paper to
construct a nonlinear model to predict the SDIR from a sub-
ject’s anthropometric parameters. Before SVR, independent
component analysis is used to further reduce the dimension-
ality of SDIR. After ICA analysis, each SDIR is represented
as the weighted sum of some principal components pcj(n)
which are common to all subjects and statistically indepen-
dent to each other.

Sk(n) =
N∑
j=1

pcj(n)wk,j (6)

The weighting wk = [wk,1, · · · , wk,N ] fully represents the
original SDIR after ICA analysis.

3.1. Support Vector Regression

A detailed introduction of SVR can be found in [9] and only
a brief introduction is given here.

Given training data {(w1, a1) · · ·, (wK , aK)}, SVR is
aimed to find a function f(a) = ⟨m,Φ(a)⟩ + b with the
following objective criteria

minimize
1

2
∥m∥2 + C

K∑
k=1

(ξk + ξ∗k) (7)

subject to

 wk − f(ak) ≤ ε+ ξk
f(ak)− wk ≤ ε+ ξ∗k
ξk, ξ

∗
k ≥ 0

where, Φ(a) denotes a nonlinear mapping of a to a higher
dimension and ⟨m,Φ(a)⟩ means the inner product. C > 0

2



 1
 2
 3
 4
 5
 6
 7
 8
 9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
60
61

is a constant parameter that determines the trade-off between
the flatness of f and cost of the prediction error, and ε is the
error tolerance introduced to avoid over fitting in the trained
model. This optimization problem can be solved in its dual
formulation

maximize − 1

2

K∑
i,j=1

λiλjκ(ai, aj) +
K∑
i=1

(λiwi − εηi) (8)

subject to
K∑
i=1

λi = 0 and λi + ηi, λi − ηi ∈ [0, C] (9)

where, κ(ai, aj) ≡ ⟨Φ(ai),Φ(aj)⟩ is called the kernel func-
tion and λi, ηi are dual variables. This optimization problem
is a convex problem and can be solved using convex optimiza-
tion. The result of (7) is

m =

K∑
i=1

λiΦ(ai) and f(a) =
K∑
i=1

λiκ(a, aj) + b (10)

3.2. Joint Optimization for Vector Regression

As SVR can only construct multiple-to-one mapping func-
tions, a function has to be trained for the weighting of each ba-
sic component if it is adopted for SDIR customization. Each
training only considers the weighting being dealt with and
disregard all other weightings. To exploit the correlation be-
tween weightings of different basic components, a joint SVR
algorithm is proposed so that all weightings are considered in
when finding a mapping function.

Given training data {(w1, a1) · · ·, (wK , aK)}, for the
pth component of w, joint SVR is aimed to find a function
fp(ak) = ⟨mp,Φ(ak)⟩ + ⟨np, w̄k,p⟩ + b with the following
objective function

minimize
1

2
(∥mp∥2 + ∥np∥2) + C

K∑
k=1

(ξk + ξ∗k) (11)

subject to

 wk,p − fp(ak) ≤ ε+ ξk
fp(ak)− wk,p ≤ ε+ ξ∗k
ξk, ξ

∗
k ≥ 0

where, w̄k,p denotes [wk,1, · · · , wk,p−1, wk,p+1, · · · , wk,N ]
The dual problem of the Eq. (11) is

−1

2

K∑
i,j=1

λiλj [κ(ai, aj) + ⟨w̄i,p, w̄j,p⟩] +
K∑
i=1

(λiwi,p − εηi)

(12)
and the result becomes

wt,p = fp(at) =
K∑
i=1

λiκ(at, aj) + ⟨w̄t,p, np⟩+ b (13)

where np =
∑K

i=1 λiw̄i,p, at is the anthropometric parame-
ters of a target subject and wt is the weighting of the subject.

Define hp(at) =
∑K

i=1 λiκ(at, aj) + b, Eq. (13) can be re-
formulated as

wt,p − ⟨w̄t,p, np⟩ = hp(at) (14)

This set of N linear equations has N variables and wt can be
readily solved.

As shown in Eq.14, the proposed JSVR algorithm can on-
ly consider a linear correlation between different weightings.
However, a nonlinear expansion (NJSVR) can be readily ob-
tained by adding some nonlinear terms, such as wi,1wi,2, in
w̄i,p.

4. EXPERIMENT AND RESULT

4.1. Experiment Setup

The publicly available database which contains HRIRs along
with anthropometric parameters on pinna, head and torso
sizes measured on 37 subjects by CIPIC is used as source da-
ta in this work. There are 1250 pairs of HRIRs measured at a
regular position grid containing 50 elevation and 25 azimuth
angles for each subject[2]. A minimum-phase version is con-
structed so that 2D-CFD algorithm performs better. Such
version of HRIR is believed to be perceptually indistinguish-
able with original version[10]. As the spacial resolution at the
two sides is much larger, the HRIRs at these positions show
less similarity. Besides, HRIRs at low elevation also show
less similarity than that at high elevation. In this research,
HRIRs at elevation larger than 60 degree are considered and
HRIRs at the two sides are excluded in 2D-CFD analysis to
reduce distortion.

A 100-sample long SDIR is extracted for each training
subject and these SDIRs are modeled as the linear combi-
nation of two independent components using ICA algorith-
m. A nonlinear model between these component weightings
and the subjects’ anthropometric parameters is then trained
using JSVR. Although it is suggested in [9] that radical k-

ernel function κ(ai, aj) = e−
∥ai−aj∥

2

2σ2 is applicable to most
modeling problem, we find that order-2 polynominal kernel
κ(ai, aj) = ⟨ai, aj⟩2 has the best performance in this work.
The cost parameter C and the error tolerance parameter ε are
set to 5 and 0.3 by experiment, respectively.

As there are only 30 subjects for training and 25 anthro-
pometric parameters are measured, to avoid over fitting, the
anthropometric parameters are reduced to 10 using PCA anal-
ysis.

4.2. Result and Analysis

The performance of the proposed algorithm is evaluated by
Spectrum Distortion score(SD) and Waveform Fit score in
time domain. Their definitions are:
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SD =

√√√√ 1

N

N∑
i=1

(20 log10
|Hi|
|Ĥi|

)2
Fit = 1−

∑N
i=1 e[i]

2∑N
i=1 x[i]

2

where e[n] = x[n]− x̂[n]

The first 30 subjects in the database are used as training
subjects to train the common DDIR set and a nonlinear pre-
diction model. The SDIRs of the other 7 subjects, which are
used as test subjects, are calculated from their anthropomet-
ric parameters by using the trained model. These SDIRs are
convolved with the common DDIR to construct customized
HRIRs of the test subjects. The results are compared with the
measured HRIRs of these subjects.

The proposed JSVR, NJSVR algoritms together with the
original SVR implemented in [6] are evaluated here. The av-
erage distortions of all 7 subjects over all customized direc-
tions are listed in Table 1 and the average distortions of both
ears for each subject are shown in Fig. 1 and Fig. 2.

Table 1. Distortion of Customized HRIR

Left Ear Right Ear
SVR JSVR NJSVR SVR JSVR NJSVR

Fit 84.7 90.7 91.3 80.9 87.5 87.4
SD 4.72 4.57 4.48 5.12 4.75 4.75
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Fig. 1. Fit Score of different subject

From the Table 1, we can see that the proposed JSVR al-
gorithm has better performance than the original SVR algo-
rithm. As shown in Fig. 1, the JSVR algorithm also achieves
a more consistent results for different subjects. Beside, we
can see that the NJSVR algorithm, which explores nonlin-
ear correlation between different weightings, only has slight
improvement compared with JSVR. This may indicate that
different weightings are correlated linearly. This is a result
of the additive relationship between different weightings as
shown in Eq. (6). It’s worth while noticing that there is a con-
sistent difference between the distortions of the left ear and
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Fig. 2. SD Score of different subject

the right ear. The same result is also reported in [5] and the
cause of this has yet to be determined.

5. CONCLUSION

A HRIR customization approach based on a two-dimension
common factor decomposition (2D-CFD) algorithm and joint
support vector regression (JSVR) algorithm is proposed. 2D-
CFD is applied first to reduce the HRIR dataset dimension-
ality for a more efficient customization. A JSVR algorithm
is then applied to construct a nonlinear model to predict the
weightings that represent a subject’s HRIR from its anthropo-
metric parameters. By exploiting the correlation between dif-
ferent weightings, JSVR can achieve a better and more con-
sistent performance.
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