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ABSTRACT
In this paper, a logical dual-layer representation approach is proposed to facilitate the analysis of directed and weighted complex networks. Unlike the single logical layer structure, which was widely used for the directed and weighted flow graph, the proposed approach replaces the single layer with a dual-layer structure, which introduces a provider layer and a requester layer. The new structure provides the characterization of the nodes by the information, which they provide to and they request from the network. Its features are explained and its implementation and visualization are also detailed. We also design two clustering methods with different strategies respectively, which provide the analysis from different points of view. The effectiveness of the proposed approach is demonstrated using a simplified example. By comparing the graph layout with the conventional directed graph, the new dual-layer representation reveals deeper insight into the complex networks and provides more opportunities for versatile clustering analysis.
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1. INTRODUCTION
Many real systems are often the results of the co-operation of co-existing mechanisms regulated by the constraints that their own nature imposes. The network analysis allows people to study the mechanisms running in the real system. The network describes all that natural concerns, including the physical, the biological, the technological, and the social fields. These architectures need to be analysed according to many perspectives [1][2][3]. A multi-layer approach was used to investigate the co-existing mechanisms belonging to different points of view and acting simultaneously in the system. In particular, two layers hosting two different topologies were exploited [2][4], where the lower layer described the positions of the nodes and the upper layer represented the logical connections among the nodes and the flow distribution all over the system. This multiple-layer network analysis is actually constrained on an implicit rule that there is only one layer for each perspective, particularly, one layer for logical layer. The study of robustness is also performed based on this structure. However, for many real world networks, say the file sharing networks, the blogging networks, or gene regulatory networks, such single structure cannot provide more insight of the network beyond the connectivity, since multi-layer structure also exist in the logical layer.

In this paper, we propose a logical dual-layer representation in order to implement a high level network analysis that characterizes the nodes in the system and investigates the topology among them. The dual-layer approach is useful to analyse networks modelling whose mechanisms are described by weighted and directed relations. Unlike the multi-layer in[2][4], our model is implemented using a dual-layer structure to present the logical information flow. It replaces the single layer with a dual-layer structure, which introduces a provider layer and a requester layer. By exploiting the new dual-layer network representation, we can carry out the network analysis with deeper insight. For instance, the design of alternative approaches based on its graphical structure can be performed for the clustering and the prediction of links [5][6][7]. The effectiveness of the proposed approach is demonstrated using a simplified example. By comparing the graph layout with the conventional directed graph, the new dual-layer representation reveals deeper insight into the complex networks and provides more opportunities for versatile clustering analysis.

2. PROPOSED APPROACH
In this paper, we propose a dual-layer structure to represent one logical perspective for directed and weighted networks. In particular, we address the network where we assume the existence of a logical connection due to the fulfillment of the information requested from a node by another. In this section, we firstly describe the principle of information flow; then we detail the proposed dual-layer representation for the information layer of the network.

2.1 INFORMATION FLOW LAYER
To infer the networks, we use either the connectivity data directly or the collected attribute information. Suppose that we are given attributes of all nodes, we employ the pair wise Euclidean distance as the information metric between two nodes. Let \( \{x_i, i = 1, \ldots, M\} \) and \( \{y_i, i = 1, \ldots, M\} \) be the attribute vectors representing two nodes respectively, where
Figure 1 The diagram of the proposed dual-layer representation of the information layer.

$M$ is the dimension. The Euclidean distance between two nodes is given by

$$D(x,y) = \|x - y\|_2$$  \hspace{1cm} (1)

On the basis of distance between two nodes, the links can be built in the information flow layer.

In a network, a logical edge implies a certain similarity or dissimilarity between the nodes involved, which is known as structural proximity in [5]. For directed networks, the directed link suggests that the attributes characterizing each node conceptually have two disjoint parts. Two parts respectively represent the information sufficiency and the information insufficiency, which are correspondingly called provider part and requester part, respectively. One node may provide a kind of information, but request another kind of information in the meantime. On the other hand, the information always flows from the nodes providing it (sufficiency) to the nodes requesting it (insufficiency). One of the examples is the file sharing networks, where some nodes provide the files (information), some nodes request the files, some nodes simply pass them, and even some nodes do all the providing, requesting and passing. Another example is the blogging networks: some bloggers post the blogs in their own expertise areas; in the meanwhile, they are interested in or subscribe others’ blogs, which are very different with their own. These interconnected systems can be well modeled in the information flow point of view. However, there is no structure in the literature reflecting this fact.

2.2 DUAL-LAYER REPRESENTATION

We have presented a brief description of information flow layer, whose links are based on the similarity score (in our case, the Euclidean distance). Here we will detail the implementation of the dual-layer representation based on the idea splitting a node into two parts of the attributes, namely provider and requester. In this case, one node turns to be two nodes, and then the total number of nodes is doubled. Here we assume that each node has both provider part and request part. But it is worth noting that this assumption is not necessarily always the case, e.g., in gene regulatory networks, a large number of genes are targets rather than regulators, so they do not possess provider part. If that is the case, our model is still valid by involving independent providers and requesters. Thus the logical layer turns to be two layers, which are provider layer and requester layer, respectively, as depicted in Figure 1.

Suppose that we have two attribute matrices $P$ and $R \in \mathbb{R}^{N \times M}$, $P$ for providers and $R$ for requesters. The weighted and directed link in the information map represents a logical information flow from the provider node, which is representing the source, to the requester node, which is representing the destination. The new representation does not change the links, but reflects the information flow in a different way. Note that two layers can be superposed to be one graph, in which all nodes, whatever providers or requesters, are positioned according to their information similarities.

The greatest advantage of this representation is that it builds an information landscape, where those logically close nodes are gathered around in the visualization. Comparing with the original directed graph, the links do not reflect the logically similarity or dissimilarity among nodes quantitatively; while in the new dual-layer representation, it clearly illustrates the distributions of both the information source nodes and the information destination nodes, and their relationships. Another advantage is that the new dual-layer representation is beneficial to clustering analysis, which will be discussed in the following sections.

2.3 NETWORK IMPLEMENTATION AND VISUALIZATION

We borrow the idea of the network formation model based on node similarity reported in [8], which only considered the undirected unweighted networks. In our case, the network is built on the similarities between providers and requesters. Let us define a similarity matrix $S \in \mathbb{R}^{N \times N}$, and an adjacency matrix $A \in \{0,1\}^{N \times N}$. The columns of both $S$ and $A$ represent providers and the rows of them represent requesters. The entries of $S$ are similarities between providers and requesters, which are given by

$$s_{ij} = D(p_i,r_j),$$  \hspace{1cm} (2)

where $p_i$ is the $i$-th row vector in $P$ and $r_j$ is the $j$-th row vector in $R$. The adjacency matrix $A$ is a binarised product of $S$ subject to a threshold $T$, which is mathematically written as

$$a_{ij} = \begin{cases} 1 & \text{if } s_{ij} \leq T \\ 0 & \text{if } s_{ij} > T \end{cases},$$  \hspace{1cm} (3)

where $a_{ij}$ is one of entries in $A$. The adjacency matrix indicates that what nodes are connected. There is another parameter associated with the network, namely sparsity, which is defined as

$$\text{sparsity} = \frac{\sum_{i,j} a_{ij}}{\dim(A)},$$  \hspace{1cm} (4)

where $\dim(A)$ is the total number of potential links, which is $N(N-1)$. The threshold $T$ determines the actual number of links in the network, in turn, the sparsity. If given the sparsity, $T$ can be obtained easily by finding the $\text{sparsity} \times$
node network by using the Cytoscape software, with hierarchical layout.

Figure 2 Node in-degree and out-degree distributions in a 40-node network follow the power-law distribution.

Figure 3 Information map of the 40-node network using the dual-layer representation. It is worth noting that there are at least two areas dense of both providers and requesters, which are marked out.

Figure 4 Flow graph of the 40-node network by using the Cytoscape Software, with hierarchical layout.

The dual-layer structure helps to understand the structure of the network by exploring the information perspective, which, however, was often neglected. Indeed the new structure shows the same logical information in two different modalities that deepen the insight of the analysis. The distribution of the links among nodes can be hence exploited to perform clustering strategies. Depending on the available knowledge of the graph data, the linkage-based clustering and the centroid-based clustering can be performed. We apply different strategies to two clustering respectively. For linkage-based clustering, only the requesters are exploited to produce hierarchical clustering (in this paper, the average linkage is employed). From requester-centric point of view, we believe that in a provider-requester system, the requester is much more important than the provider, since the information is useless if no one requests it. Once the clustering is done, the providers, which have links with the requesters, are injected into the map. Then, we can tell that in the area where only few providers but a lot of requesters locate, those providers are essential to the network.

Therefore, the nodes, which are connected with a directed link, are positioned close to each other. Surely, this map is static snapshot of the network. If considering dynamics, the requesters can move towards their providers time by time because of the information sharing, or in other cases, requesters or providers suddenly modify their information, then the whole network topology will change correspondingly.

3. CLUSTERING

In this paper, we introduce a simple example to demonstrate the effectiveness of the proposed approach. A network with 40 nodes is simulated randomly. Thus in dual-layer struct-

\[ E = \frac{1}{\sum_{i<j} d_{ij}} \sum_{i<j} \left( \frac{d_{ij} - d_{ij}^*}{d_{ij}} \right)^2, \]

where \( d_{ij} \) is the distance between the \( i \)-th node and the \( j \)-th node in the original space, and \( d_{ij}^* \) is the one in the lower dimensional space.

The new dual-layer representation brings many possibilities to analyze the complex network from different points of view. The versatile clustering analysis is a good example.

4. RESULTS
ture, there are 40 providers and 40 requesters. Each provider or requester has four attributes. We set the sparsity in this case equal to 1/40 (for larger networks, the sparsity will be much lower than this). As depicted in Figure 2, both in-degree and out-degree follow the power-law distribution, which illustrates that the network simulation makes some sense.

Then we visualize the dual-layer representation of the network in Figure 3. Note that the graph is the superposition of provider layer and requester layer. In the graph, symbol square represents the provider and symbol circle represents the requester. The directed links indicate the information flowing from providers to requesters. It is worth noting that there are at least two areas dense of both providers and requesters, which are marked out. For comparison, we show the network using Cytoscape [12] in a conventional way in Figure 4. Except the connectivity among the nodes, the conventional directed graph does not provide more information of the network.

Subsequently, we show some clustering results based on the proposed dual-layer structure. The results of centroids-based clustering and linkage-based clustering are shown in Figure 5 (a) and (b), respectively. The clusters are marked in different colors. Although two clustering methods are performed from different points of view, their results indicate some results in common. Two large clusters, as we noticed in Figure 2, are the areas dense of providers and requesters. From the requester-centric point of view, the areas where many requesters locate indicate the main interests of information in the network, thus the providers in those areas are essential to the network. From provider-centric point of view, the providers with high out-degree to in-degree ratio are the important sources. These two points of view provide a consensus analysis to the network rather than a conflict.

Moreover, we can further split the network into small clus-

Figure 5 (a) Centroid-based clustering choosing the nodes with an out-degree/in-degree ratio higher than the network average; (b) Linkage-based clustering.

Figure 6 Linkage-based clustering performed on the 40 node network, choosing (a) 5 and (b) 12 as number of clusters.
ters. As shown in Figure 6 (a) and (b), the five-cluster cut and the twelve-cluster cut are provided respectively. This approach can have more power to analyze the larger complex networks.

In summary, the dual-layer representation reveals much deeper insight into the networks and provides more opportunities to perform versatile clustering analysis.

5. CONCLUSION

In this paper, a logical dual-layer representation approach has been proposed for the analysis of directed and weighted complex networks. Unlike the single logical layer structure, which was widely used in the literature for the directed and weighted flow graph, the proposed approach replaces the single layer with a dual-layer structure, which introduces provider layer and requester layer. The new structure provides the characterization of the nodes by the information, which they provide to and they request from the network. Its features have been explained and its implementation and visualization have also been detailed. We also designed two clustering methods with different strategies respectively, which provide the analysis from different points of view. The effectiveness of the proposed approach was demonstrated using a simplified example. By comparing the graph layout with the conventional directed graph, the new dual-layer representation reveals deeper insight into the complex networks and provides more opportunities for versatile clustering analysis.

Most importantly, the new dual-layer structure provides us many opportunities in the future work. One of them is that we may design new link prediction methods, which exploit the dual-layer structure to quantify the probability of a link between two nodes computing the number of their common neighbors, against the existing ones based on the conventional directed graph [5][6][7] [13]. Another possible future work is to study the ergodic behavior of the network entropy exploiting the ergodic theory of dynamical systems on the new graph[14].
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