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ABSTRACT

Wireless Sensor Networks are a recent technology where the nodes cooperate to obtain, in a totally distributed way, certain function of the collected data. An important example of these distributed processes is the average gossip algorithm, which allows the nodes to obtain the global average by only using local data exchanges. This process is traditionally slow, but can be accelerated by introducing geographic information or by exploiting the broadcast nature of the wireless medium. However, when a gossip protocol utilizes long geographic routes or broadcast communications, its convergence is not easily guaranteed due to asymmetry in communications. Alternatively, we propose an asymmetric version of the gossip algorithm that exploits residual information involved in each asymmetric exchange. Our asymmetric gossip algorithm achieves convergence faster than existing studies in the related literature. Numerical results are presented to show clearly the validity and efficiency of our approach.

1. INTRODUCTION

The advent of Wireless Sensor Networks (WSNs) has recently attracted a great deal of research work providing a new scenario where sensor nodes can perform intelligent cooperative tasks under strong constraints in terms of communications and energy resources. In this scenario, it is crucial to devise new decentralized schemes of estimation using only in-network processing capabilities. In other words, decentralized algorithms for estimation, where each node only exchanges information with its immediate neighbors in each communication step. As an important example, the average consensus problem is an instance of a distributed problem which comes up in many applications such as coordination of autonomous agents [7], estimation of fields [10], etc. The goal of any average consensus algorithm is to obtain, in a distributed way, the average of the sensor data by processing the measurements collected by sensor nodes. It avoids the need of performing all the computations at one or more sink nodes, thus, reducing congestion around these nodes and incrementing the robustness of the network.

The simplest gossip algorithm solving the average consensus problem is the pairwise gossip [1], where each node randomly picks up a neighbor and iteratively computes a symmetric pairwise average with it. This approach introduces an interesting asynchronous mechanism to the original deterministic protocol for consensus [8] and the nodes are still able to converge to the average with certain accuracy. However, this approach suffers from the locality of the updates, taking lots of iterations to reach consensus. Since each iteration involves an associated communication cost, geographic routes and broadcast communications has been proposed to reduce the total number of performed iterations. However, ensuring symmetric long routes or efficient broadcast communications requires complex control mechanisms in practice.

Therefore, executing gossip algorithms and ensuring their convergence to the average under asymmetric communications is crucial in a real WSN. The majority of the existing related works assume symmetric exchanges of data to asymptotically ensure convergence to the average, with the notable exceptions of [4], [6] and [9]. In this work, we propose a novel gossip algorithm, based on the residual information generated when an asymmetric communication is performed. We exploit this information by making the residuals evolve appropriately to preserve the summation of the process and to accelerate it. Moreover, our proposal is useful in the cases of having both unicast and broadcast communications and we show that it presents faster convergence in both schemes, as compared with existing approaches. Numerical results are presented to show clearly the validity and the efficiency of our approach.

The remainder of this paper is structured as follows: The problem formulation and the motivation of this work is given in Section II. A detailed explanation of the proposed gossip protocol is presented in Section III. We then present, in Section IV, some numerical results to show the convergence performance of our approach. Finally, the conclusions are summarized in Section V.
2. BACKGROUND

In this section, we first revise the necessary background in graph theory to model a time-varying WSN. Then, we provide a brief revision of the classical randomized symmetric gossip algorithm scheme [1], from which we motivate our work.

2.1. Graph theory

Any sequence of random communications between nodes can be modeled as a time-varying graph $G(k) = (V, E(k))$, consisting of a set $V$ of $N$ nodes and a set $E(k) \subset E$ of links, where $k$ denotes the current iteration of the consensus process and $E$ denotes the set of all possible links. A directed link from node $i$ to node $j$ is denoted as $e_{ij}$, which indicates that there exists a directed information flow from node $i$ to node $j$. Given a time-varying graph $G(k)$, we can assign an $N \times N$ adjacency matrix $A(k)$ where an entry is equal to 1 if $e_{ij} \in E(k)$ and 0 otherwise. The set of neighbors of a node $i$ is defined as $\Omega_i = \{ j \in V : e_{ij} \in E \}$. This set contains all the nodes that receive a packet when node $i$ broadcasts it. The cardinality of this set defines the degree of node $i$, that is, $d_i = |\Omega_i|$. Note that the subset $\Omega(k) \subset \Omega_i$ may contain zero, one or several nodes in a particular iteration $k$.

2.2. Symmetric gossip

Given a network of $N$ nodes and assuming that each node $i$ has some initial measurement $x_i$, the average gossip algorithm allows every node to estimate the global average within certain accuracy. In this process, no central entity is available so that the average has to be obtained by only using local information and local communications. Various strategies have been proposed in the literature to solve the problem of obtaining the global average in a totally distributed fashion. The symmetric gossip algorithm presented in Boyd et al. [1] focuses on a low complexity implementation. However, this protocol, in order to ensure convergence, requires the following: i) a strongly connected undirected graph $G = (V, E)$ in which all the instantaneous subgraphs are included $G(k) \subset G$, ii) a symmetric $N \times N$ matrix $W(k)$, at each iteration $k$, such that $[W(k)]_{ij} = 0$ if $[A(k)]_{ij} = 0$ and iii) $W(k) \mathbf{1} = 1$, $1^T W(k) = 1^T$. In this scheme, the non-zero entries of $W(k)$ are generated by randomly activating, at each time instant $k$, an undirected link, which determines the nodes that pairwise exchange and mix information at that iteration. The information is mixed according to a fixed real number $\epsilon \in (0, 1)$, which is called the step size of the process. This scheme leads to the nodes $i$ and $j$ producing a new state according to the equations:

\[ x_i(k+1) = (1-\epsilon)x_i(k) + \epsilon x_j(k) \quad (1) \]
\[ x_j(k+1) = \epsilon x_i(k) + (1-\epsilon)x_j(k) \quad (2) \]

The state of the rest of nodes remains unaltered.

2.3. Motivation of our approach

The symmetric gossip algorithm, defined by (1) and (2) is simple and provides, by only using local communications, probabilistic average consensus:

\[ \lim_{k \to \infty} x(k) = x_{\text{avg}} \quad (3) \]

where $x_{\text{avg}}$ is a vector that contains $N$ entries equal to the average $\mu$ of the initial data of nodes, that is, $x_{\text{avg}} = \mu \mathbf{1}$.

However, this approach generally requires many iterations to converge. Several alternative schemes of communications have been proposed in order to accelerate consensus. Some important examples are the works of [2] and [3]. In particular, the work in [2] proposes the use of asymmetric broadcast communications, which provides convergence to some common value, but it may significantly differ from the average value. Alternatively, the work in [3] makes use of geographic information to accelerate the gossip process, which requires establishing long routes, making it difficult to ensure symmetric communications and thus average convergence. In practice, ensuring symmetric communications is difficult due to the existence of wireless interferences and other environmental factors. Therefore, an alternative asymmetric algorithm to ensure convergence to average in both schemes [2][3] is necessary.

The main problem of using asymmetric communications is that the summation of the initial data is not preserved along the iterations. When a packet is asymmetrically sent, the receiving nodes update its state producing a deviation from the target state (the average in our case). The intuition behind our approach is to exploit this deviation from the average, generated in each asymmetric data exchange, to preserve the summation of the system and accelerate consensus.

![Fig. 1. Example of the convergence of $N = 20$ nodes with an asymmetric gossip algorithm. The process converges to a certain biased value that clearly differs from the initial average. This initial target value is represented by the red dashed line.](image-url)
3. RESIDUAL GOSSIP

We propose an asymmetric gossip algorithm that presents fast convergence in both unicast and broadcast communication schemes. In this asymmetric scenario, all the instantaneous graphs $G(k) \subset G$ are directed. The weight matrix $W(k)$, at each iteration $k$, is asymmetric and only the condition $W(k)1 = 1$ is fulfilled. Finally, the data is mixed according to a fixed real number $\epsilon \in (0, 1)$. Let us consider first the simplest asymmetric gossip scheme:

$$x_j(k+1) = \epsilon x_i(k) + (1-\epsilon)x_j(k), \forall j \in \Omega_i(k)$$  \hspace{1cm} (4)

The remaining nodes in the network, including the transmitter node $i$, do not update their state value, that is:

$$x_\ell(k+1) = x_\ell(k), \forall \ell \notin \Omega_i(k)$$  \hspace{1cm} (5)

This is the simplest asymmetric scheme for gossiping, which is studied in [5]. It ensures convergence to a common state value, but this state is not necessarily the average (see Fig. 1). In other words, there exists a random variable $\alpha$ such that $\forall i \in V$ it is accomplished that $\lim_{k \to \infty} x_i(k) = \alpha$.

At each step of the asymmetric process, a residual component is ignored. Disregarding it will cause the final deviation from the average. In particular, the following term is ignored:

$$r_j = x_j(k) - (\epsilon x_i(k) + (1-\epsilon)x_j(k)), \forall j \in \Omega_i(k)$$  \hspace{1cm} (6)

which coincides with the current variation of node $j$.

What we propose in our residual gossip algorithm is to include in the packet transmitted through each link $e_{ij}$, together with the current state of the transmitter node $i$, its accumulated residual $r_j$. As a consequence, the system evolves according to the following equation:

$$x_j(k+1) = \epsilon x_i(k) + (1-\epsilon)(x_j(k) + r_j(k)), \forall j \in \Omega_i(k)$$  \hspace{1cm} (7)

which implies that the residuals evolve as follows:

$$r_j(k+1) = r_j(k) + x_j(k) - x_j(k+1) + r_i(k), \forall j \in \Omega_i(k)$$  \hspace{1cm} (8)

and $r_i(k+1) = 0$.

This alternative asymmetric scheme defined by (7) and (8) preserves the summation of the initial data along iterations. Then, if this scheme is still able to converge to a common state, it is surely that this is the average of the initial data.

From expression (7), the weight matrix $W(k)$ of the asymmetric gossip is:

$$[W(k)]_{ij} = \begin{cases} 1 - \epsilon & \text{if } j = \ell, \ell \in \Omega_i(k) \\ \epsilon & \text{if } j \neq \ell, j = i, \ell \in \Omega_i(k) \\ 1 & \text{if } j = \ell, \ell \notin \Omega_i(k) \\ 0 & \text{otherwise} \end{cases}$$

where node $i$ is chosen to send data in the current iteration $k$.

Equivalently, we define the residual vector $s$ as follows:

$$[s(k)]_j = \begin{cases} r_i(k) & \text{if } j \in \Omega_i(k) \\ 0 & \text{otherwise} \end{cases}$$

which allows us to express (7) as follows:

$$x(1) = W(0)(x(0) + s(0)) = W(0)x(0) + W(0)s(0)$$

$$x(2) = W(1)(x(1) + s(1)) = W(1)W(0)(x(0) + s(0)) + W(1)s(1)$$

$$\vdots$$

$$x(k+1) = W(k)(x(k) + s(k)) = W(k)W(k-1) \ldots W(1)W(0)x(0) +$$

$$\ldots + W(k)W(k-1) \ldots W(1)W(0)s(0) + \ldots + W(k)s(k)$$

where $s(0)$ is a vector with all of its entries equal to zero. This system evolution can be expressed as follows:

$$x(k+1) = \prod_{i=0}^{k} (W(i)x(0)) + \sum_{j=0}^{k} \left( \prod_{\ell=j}^{k} W(\ell)s(\ell) \right)$$  \hspace{1cm} (9)

**Proposition 1:** The system defined by (9) reaches probabilistic average consensus $\lim_{k \to \infty} x(k) = x_{avg}$, provided that $\lim_{k \to \infty} r_i(k) = 0 \forall i \in V$.

**Proof.** The first term of (9), given by $\prod_{i=0}^{k} (W(i)x(0))$, defines an asymmetric consensus as the one studied in [5]. Since every $W(k)$ is row stochastic, the product of these matrices and the initial vector $x(0)$ ensures probabilistic consensus to a scalar random variable $\alpha$. The second term can be seen as the summation of several asymmetric consensus. Let us denote $k = C$ the first iteration in which $r_i(k) \leq \xi \forall i \in V$, for an arbitrarily small value of $\xi$. When this consensus iteration $k = C$ is reached, we can continue the process $\Delta$ iterations more, that is, $\sum_{j=0}^{C+\Delta} \left( \prod_{\ell=j}^{C+\Delta} W(\ell)r(\ell) \right)$. If $\Delta$ is large enough, all the products, started before the iteration $k = C$, are able to achieve probabilistic consensus to a scalar random variable $\alpha_i$. Formally, our system provides:

$$\lim_{k \to \infty} x(k) = \alpha_1 + \sum_{i=0}^{C} \alpha_i 1 + \sum_{i=C+1}^{C+\Delta} \alpha_i 1$$

where $\alpha_i \leq \xi$ if $i > C$.

Therefore, since we are ensuring that the summation is preserved along the iterations, our scheme provides probabilistic average consensus $\lim_{k \to \infty} x(k) = x_{avg}$.
The process defined by (9) is suitable for both unicast and broadcast communications. The main difference between these two schemes is the number of nodes that receive the information. Our overall algorithm is described as follows: When a new iteration is started, a node \( i \) is randomly chosen. This node wakes up and sends a unicast or a broadcast packet with its own state value and the residual, which is divided by certain quantity \( 1 \leq \beta \leq d_i \) that depends on the number of receivers. The packet is received by the destination node or the whole neighborhood. Once it is received, the corresponding nodes update their information according to (7). Therefore at each iteration \( k \), we have the following:

- Node \( i \) sends a packet containing \( x_i(k) \) and \( r_i(k) / \beta \) and sets \( r_i(k) = 0 \). How to choose \( \beta \) is explained later.
- The packet is successfully received by the destination node in the unicast scheme, or by every node \( j \in \Omega_i(k) \) in the broadcast scheme.
- The nodes receiving the packet from node \( i \) update its own state according to (7), which generates an update of its own residual by using (8). The state of the rest of the nodes remains unaltered.

This algorithm reaches probabilistic average consensus if \( \lim_{k \to \infty} r_i(k) = 0 \) \( \forall i \in V \), as shown in Proposition 1. Notice that intuitively both the nodes reaching consensus and the residuals approaching to zero, are closely related. In fact, if the residual sent from the transmitter to the receiver makes their difference among states to remain equal or to become smaller, the difference among states and the resulting residual are both decreased. This reduction is explained by the manner in which the state of the nodes and the residuals are updated.

In the following subsections, we propose several heuristics based on the idea of the residuals that are able to accelerate convergence under both unicast and broadcast communications.

3.1. Unicast scheme of communications

When a unicast scheme of communications is considered, only one node receives the information from the origin node \( i \). We want to minimize the value of the residual along the iterations. This intuitively leads to ensure \( \lim_{k \to \infty} r_i(k) = 0 \) \( \forall i \in V \).

There are two ways to operate in this scenario: i) the origin node \( i \) randomly chooses a neighbor \( j \) from \( \Omega_i \), which updates its state if \( r_i \) and \( r_j \) are of opposite sign, or node \( j \) directly updates its residual with \( r_i \) otherwise or ii) the origin node decides to which node is best to send the information according to some local criteria. We focus on the second methodology, which leads us to the following heuristic:

**Min-max approach** (h1): This heuristic chooses the neighbor with minimum state value if the current residual of the origin node \( i \) is positive and it chooses the neighbor with maximum state value if the current residual of the origin node \( i \) is negative. This local information can be estimated during the process, updating the minimum and the maximum when the neighbors send their own information.

3.2. Broadcast scheme of communications

When a broadcast scheme of communications is considered, every node \( j \in \Omega_i(k) \) receives the information from the origin node \( i \). The proposed heuristics in this scheme are:

**Equitable approach** (h2): This first method is based on equally distributing the residuals. For this purpose, the origin node \( i \) broadcastly sends \( (x_i(k), r_i(k) / d_i) \) to every node \( j \in \Omega_i(k) \), that computes its new state (7) and residual (8).

**Large-small approach** (h3): This heuristic updates the neighbors with smaller state value than node \( i \) if its current residual is positive or it updates the state of the neighbors with larger state value otherwise. The rest of neighboring nodes only update their residual.
3.3. Toy example

Let us define a network example composed by $N = 5$ nodes, where, after $k$ iterations, the state of the nodes is $x(k) = [7 \ 3 \ 2 \ 8 \ 5]^T$ and the residuals $r(k) = [-3 \ -1 \ 2 \ 2 \ 0]^T$. Now imagine that node $i = 1$ has been chosen to broadcast its value to its neighbors (2, 3 and 4). In this case, if we use $\epsilon = 1/2$, then the entries of the matrix $W$ are $W_{21} = W_{31} = W_{41} = 1/2$, $W_{11} = W_{51} = 1$, $W_{22} = W_{33} = W_{44} = 1/2$ and the rest are zero. Finally, if we consider the equitable approach (h3), the residual is spread as $r_i(k)/d_i = -3/3$, thus vector $s$ is $s = [0 \ -1 \ -1 \ -1 \ 0]^T$.

The resulting vectors are $x(k+1) = [7 \ 9 \ 4 \ 7 \ 5]^T$ and $r(k+1) = [0 \ -2 \ -1 \ 2 \ 0]^T$. Note that the summation of the process $\sum_{i=1}^5 (x_i(k) + r_i(k)) = 25$ is preserved.

4. NUMERICAL RESULTS

We model a WSN as a randomly deployed network of $N = 50$ nodes inside a 2D unit square area. The information is mixed as described in (7) where the instantaneous topology determines which data is mixed. We average our results over 100 different random topologies.

Fig. 2 shows that our residual gossip algorithm converges faster than existing methods, where we evaluate the convergence in terms of the deviation from the average of the initial data. In the unicast scheme of communications, the heuristic h1 is compared with [5] and [6]. In the broadcast scheme of communications, the two heuristics h2 and h3 are compared with [2] and [9]. Note that the broadcast scheme takes less iterations to converge with a similar error.

Fig. 3 shows the evolution of the residuals associated to our heuristics. The norm of the vector $r(k)$ is evaluated along the iterations. Since the vector $r(0)$ has all of its entries equal to zero, the norm of this vector grows along the first iterations, until a maximum is reached and from which it starts to rapidly decrease. The method that provides the fastest convergence is the one that produces the largest residuals at the beginning. As expected, all the residuals vanish as the iteration number $k$ increases. To converge even faster, we could add or subtract some suitable value $\delta_i$ to each node state and initialize the residuals with it, i.e. $x_i(0) = x_i(0) - \delta_i$ and $r_i(0) = \delta_i$.

5. CONCLUSIONS AND FUTURE WORK

In this work, we propose a new protocol for performing asymmetric gossiping that lead to probabilistic average consensus with fast convergence speed. We compare our convergence results with several existing approaches, showing the superior performance of our protocol in both unicast and broadcast schemes of communications. For future work, the exact conditions for the residual to vanish with the iteration number, ensuring probabilistic average consensus have to be investigated.
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