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Abstract—In sparse arrays, the randomness of sensor locations avoids the introduction of grating lobes, while allowing adjacent sensor spacings to be greater than half a wavelength, leading to a larger array size with a relatively small number of sensors. In this paper, for the first time, the design of both robust and non-robust sparse vector sensor arrays is studied, and the proposed method is based on quaternionic formulations. It is a further extension of the recently proposed compressive sensing (CS) based design for traditional sparse arrays and the vector sensors being considered are crossed-dipoles. Design examples are presented to validate the effectiveness of the proposed method.
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I. INTRODUCTION

For uniform linear arrays (ULAs) the adjacent antenna spacing has to be less than half a wavelength in order to avoid unwanted grating lobes [1], [2]. This can be problematic when considering arrays with a large aperture size, due to the cost associated with the number of antennas required. As a result, sparse arrays become a desirable alternative [3], which allow separations to be greater than half a wavelength, while still avoiding grating lobes due to the randomness of antenna locations.

However, the tradeoff in using sparse arrays is the unpredictable sidelobe behaviour and it is often necessary to optimise sensor locations in order to achieve a desired performance, (e.g. minimising the peak sidelobe level). Some nonlinear optimisation methods such as genetic algorithms (GAs) [4], [5], [6], [7], [8], and simulated annealing (SA)[9], have been regularly used to achieve the required optimisation. The disadvantage of these methods is the potentially long computation time and the possibility of convergence to a non-optimal solution.

More recently, the area of Compressive Sensing (CS) has been explored [10], and CS-based methods have been proposed in the design of sparse arrays [11], [12], [13], [14], [15] through $l_1$ norm minimisation. Most previous work tends to assume isotropic array elements, which means signal polarisation is not considered when looking at the array’s performance. Instead, a vector sensor array can be considered allowing measurements of both the horizontal and vertical components of the received waveform [16], [17], [18], [19], [20], [21], [22], [23], [24], [25]. However, to our best knowledge, the design of sparse vector sensor arrays has not been addressed yet.

In the past ten years, quaternion-valued signal processing has attracted more and more attention with application areas involving three or four-dimensional signals, such as in wind profile prediction and wireless communications [26], [27], [28]. In particular, a quaternionic signal model was introduced into the field of vector sensor arrays for both adaptive beamforming and direction of arrival (DOA) estimation [19], [20], [22], [23], [24]. In this paper we extend the recently proposed CS-based sparse array design methods to the sparse vector-sensor array case based on such a quaternionic signal model. Similar to the traditional complex-valued $l_1$ minimisation schemes [29], the design is transformed into a form which can be readily solved using existing convex optimisation toolboxes [30], [31].

Moreover, model perturbations can cause a mismatch between designed and achieved steering vectors, leading to a change in the array’s beam response. By assuming a norm-bounded steering vector error, it is possible to find the maximum possible change and add it as a constraint on the CS formulation to ensure it stays below a predetermined acceptable level [14], [15]. We will extend this idea to the vector sensor array case and derive a quaternion-valued formulation for the design of robust sparse vector sensors.

The remainder of this paper is structured as follows: Sec. II gives details of the proposed design method, including some basics about quaternions (II-A), the array model being considered (II-B), and the CS-based design method for sparse quaternionic arrays (II-C). Two design examples are presented in Sec. III, with conclusions drawn in Sec. IV.

II. PROPOSED DESIGN METHOD FOR SPARSE QUATERNIONIC BEAMFORMER

A. Quaternions

A quaternion is a hypercomplex number defined as follows [32]

$$ q = R(q) + iI(q) + jJ(q) + kK(q) \quad (1) $$

$$ = R(q) + (I(q), J(q), K(q)) $$
and $K$ vectors and matrices of quaternions we have the spatial-polarization coherent vector contains information

There are $B$ quaternionic array model.

Fig. 1 shows the array structure that is being considered. The imaginary units $i$, $j$ and $k$ satisfy the following

where $R(q)$ is the real part of the quaternion and $I(q)$, $J(q)$ and $K(q)$ are the three imaginary components. Similarly for vectors and matrices of quaternions we have

The conjugate and modulus of a quaternion are given by

The imaginary units $i$, $j$ and $k$ satisfy the following

Finally $\{\}^T$ denotes the conjugate transpose of quaternionic vectors and matrices.

B. Quaternionic Array Model

Fig. 1 shows the array structure that is being considered. There are $M$ potentially active crossed-dipole pairs located along the $y$-axis, uniformly spaced a distance $d$ apart. At each location one of the dipoles is parallel to the $x$-axis and the other to the $y$-axis. Also shown is a signal with its direction from the far field.

The spatial steering vector of the array is given by

where $\lambda$ is the wavelength of the signal of interest and $\{\}^T$ denotes the transpose operation. For crossed dipoles the spatial-polarization coherent vector contains information about a signal's polarization and is given by [16], [17], [18], [24]:

where $\gamma \in [0, \pi/2]$ is the auxiliary polarization angle and $\eta \in [-\pi, \pi]$ is the polarization phase difference.

Now the array structure can be split into two sub-arrays, i.e. one parallel to the $x$-axis and one to $y$-axis. The steering vector of each of these sub-arrays is complex-valued and given by

These are then combined to give an overall quaternionic steering vector as follows:

The response of the array is given by

where $w$ is the quaternionic weight coefficient vector defined as

and $w_m$ is a quaternionic value for $m = 1, 2, \ldots, M$.

However, it is possible that there can be a mismatch between designed and actual steering vectors due to all kinds of model errors. Suppose that the actual steering vector is related to the assumed steering vector by $s = \hat{s} + \delta$, where $\delta$ is the error introduced by model perturbations. If this error is norm-bounded, i.e.

where $\varepsilon$ is the upper bound, then the possible difference between designed and actually achieved array responses satisfies

Later this can be added as an extra constraint on the formulation to ensure the change stays below a predetermined acceptable level so that a robust design can be achieved.

C. Quaternionic Compressive Sensing

Suppose the desired/reference response is given by $P_r(\theta, \phi, \gamma, \eta)$. First, consider Fig. 1 as being a grid of potentially active crossed dipole locations. In this instance, $(M - 1)d$ is the aperture of the array and $M$ is a large number. Sparseness is then introduced by selecting the weight
coefficients to give as few active crossed-dipoles as possible, while still giving a designed response that is close to the desired one.

This problem is formulated as

$$\min_w ||w||_0 \quad \text{subject to} \quad ||p_r - w^T S||_2 \leq \alpha$$

(16)

where $||w||_0$ is the number of nonzero weight coefficients in $w$, $p_r$ is the vector holding the desired beam response at the sampled angular and polarization points of interest, $S$ is the matrix composed of the corresponding steering vectors and $\alpha$ places a limit on the allowed difference between the desired and the designed responses. In this constraint $|| \cdot ||_2$ denotes the $l_2$ norm.

In detail, $p_r$ and $S$ are respectively given by

$$p_r = [P_r(\theta_1, \phi_1, \gamma_1, \eta_1), \cdots, P_r(\theta_L, \phi_L, \gamma_L, \eta_L)]$$
$$S = [s(\theta_1, \phi_1, \gamma_1, \eta_1), \cdots, s(\theta_L, \phi_L, \gamma_L, \eta_L)],$$

where $L$ is number of points sampled at each dimension of the desired beam response. In this work the desired response is that of the ideal response, i.e. a value of one for the mainlobe and zeros for the other entries.

However, (16) is computationally expensive and the problem can be more efficiently expressed as a minimisation of the $l_1$ norm of the weight coefficients [10], i.e.

$$\min_w ||w||_1 \quad \text{subject to} \quad ||p_r - w^T S||_2 \leq \alpha.$$  

(17)

This formulation is effective for the design of sparse arrays with real-valued weight coefficients. However, when considering quaternionic coefficients the problem has to be reformulated to ensure the real and three imaginary parts of the quaternion are simultaneously minimised. This is achieved by following a scheme similar to that used when considering the $l_1$ minimisation of complex data [29]. When all four parts of a quaternionic coefficient are equal to zero, the crossed dipoles can be considered inactive/not present, and as a result sparsity is introduced.

First we rewrite (17) as

$$\min_t \quad t \in \mathbb{R}^+ \quad \text{subject to} \quad ||p_r - w^T S||_2 \leq \alpha, \quad |(w)|_1 \leq t$$

where

$$|(w)|_1 = \sum_{m=1}^M \left| \begin{bmatrix} R(w_m) \\ I(w_m) \\ J(w_m) \\ K(w_m) \end{bmatrix} \right|_2.$$  

(18)

Now we decompose $t$ to $t = \sum_{m=1}^M t_m$, $t_m \in \mathbb{R}^+$. In vector form, we have

$$t = [1, \cdots, 1] = 1^T t.$$  

(19)

Then (18) can be rewritten as

$$\min \quad 1^T t \quad \text{subject to} \quad ||p_r - w^T S||_2 \leq \alpha$$

and

$$\hat{S} = \begin{bmatrix} 0 & 0 & 0 & 0 \\ R(s_1) & I(s_1) & J(s_1) & K(s_1) \\ -I(s_1) & R(s_1) & -K(s_1) & J(s_1) \\ -J(s_1) & K(s_1) & R(s_1) & -I(s_1) \\ -K(s_1) & -J(s_1) & I(s_1) & R(s_1) \end{bmatrix}$$

(24)

where $s_m$ contains the designed contribution of the $m^{th}$ vector sensor to the array’s steering vector for all combinations of $\theta, \phi, \gamma$ and $\eta$, of interest.

Finally we arrive at the final formulation, with the additional robustness constraint $\varepsilon ||w||_2 \leq \beta$, for the sparse vector sensor array design problem

$$\min_w \quad c^T w$$

subject to $||p_r - w^T \hat{S}||_2 \leq \alpha$

$$\varepsilon ||w||_2 \leq \beta,$$

(25)

which can be solved using cvx, a package for specifying and solving convex problems [30], [31]. Note that without the robustness constraint, the above formulation will change to the design of standard sparse vector sensor arrays.

### III. Design Examples

In this section design examples are provided to verify the effectiveness of the proposed method. For both cases
TABLE I
RESULTANT CROSSED-DIPOLE LOCATIONS WITHOUT ROBUSTNESS CONSTRAINT.

<table>
<thead>
<tr>
<th>n</th>
<th>d_n/λ</th>
<th>n</th>
<th>d_n/λ</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.55</td>
<td>6</td>
<td>5.38</td>
</tr>
<tr>
<td>2</td>
<td>2.30</td>
<td>7</td>
<td>6.13</td>
</tr>
<tr>
<td>3</td>
<td>3.13</td>
<td>8</td>
<td>6.88</td>
</tr>
<tr>
<td>4</td>
<td>3.88</td>
<td>9</td>
<td>7.65</td>
</tr>
<tr>
<td>5</td>
<td>4.63</td>
<td>10</td>
<td>8.45</td>
</tr>
</tbody>
</table>

there are 201 potential active crossed-dipole locations over a maximum aperture of 10λ. Also, in the figures that follow positive values of θ indicate the value range θ ∈ [0°, 90°] for φ = 90°, while negative values of θ ∈ [−90°, 0°] indicate an equivalent range of θ ∈ [0°, 90°] with φ = −90°.

The average achieved response and variance of responses are calculated when assessing the robustness of an array. When doing so 1000 different error vectors are generated that meet the condition given in (14). For the n^th^ error vector the achieved response for angles θ_k and φ_k, P_n(θ_k, φ_k), is found and the average achieved response is given by

\[ \bar{P}(\theta_k, \phi_k) = \frac{1}{N} \sum_{n=0}^{N-1} P_n(\theta_k, \phi_k), \] (26)

which is then used to find the normalised variance of the achieved array response,

\[ \text{var}(\theta_k, \phi_k) = \frac{1}{N} \sum_{n=0}^{N-1} \left| \frac{P_n(\theta_k, \phi_k) - \bar{P}(\theta_k, \phi_k)}{\bar{P}(\theta_k, \phi_k)} \right|^2, \] (27)

where N is the number of different error vectors used. A close match between mean achieved and designed responses, along with low variance levels, would indicate that robustness has been achieved.

For the first design example, the mainlobe is defined by θ_{ML} = 0° and φ_{ML} = 90°. The sidelobe regions are given by θ_{SL} = {10°, 90°} for both φ_{SL} = 90° and φ_{SL} = −90°. The polarisations being considered are given by (γ, η) = (0°, 0°). Finally the value of α = 0.95 was used.

The resulting array has 10 active crossed dipoles spread over an aperture of 6.90λ with an average spacing of 0.77λ (see Table. I), indicating that some sparsity has been achieved. From Fig. 2 we can see that the mainlobe is in the desired location and sufficient sidelobe attenuation has been achieved.

Now the robustness constraint is added with the values β = 0.01 and ε = 1 used. This resulted in 12 active crossed dipole locations over an aperture of 6.90λ, as detailed in Table. II, giving a mean adjacent separation of 0.63λ. We can see the cost of meeting the robustness constraint is that extra crossed dipoles are required. The final beam responses are shown in Fig. 3 and the corresponding normalised variance levels shown in Fig. 4. We can see there for both designed and mean achieved responses the mainlobe is in the correct location and there is sufficient sidelobe attenuation. There is also a reasonable match between the two, along with the low normalised variance levels this indicates some degree of robustness has been achieved.

IV. CONCLUSIONS

In this paper a method for designing sparse quaternionic arrays using compressive sensing has been proposed. The real valued l_1 minimisation problem is reformulated as a modified l_1 minimisation, in order to ensure that the real and three imaginary parts of the quaternionic weight coefficients are simultaneously minimised. An extra constraint is also added to ensure that a robust solution can be reached when required. Design examples are provided to verify the effectiveness

TABLE II
RESULTANT CROSSED-DIPOLE LOCATIONS WITH ROBUSTNESS CONSTRAINT.

<table>
<thead>
<tr>
<th>n</th>
<th>d_n/λ</th>
<th>n</th>
<th>d_n/λ</th>
<th>n</th>
<th>d_n/λ</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.55</td>
<td>5</td>
<td>4.63</td>
<td>9</td>
<td>6.13</td>
</tr>
<tr>
<td>2</td>
<td>2.30</td>
<td>6</td>
<td>4.7</td>
<td>10</td>
<td>6.88</td>
</tr>
<tr>
<td>3</td>
<td>3.13</td>
<td>7</td>
<td>5.35</td>
<td>11</td>
<td>7.65</td>
</tr>
<tr>
<td>4</td>
<td>3.88</td>
<td>8</td>
<td>5.4</td>
<td>12</td>
<td>8.45</td>
</tr>
</tbody>
</table>
of the proposed design method, with the levels of sparsity being determined by the value of the limits placed on the constraints. In other words the smaller the value of the limits that is placed on the constraints the less sparse the solution will be.
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