A LOW DISTORTION NOISE CANCELLER WITH A NOVEL STEPSIZE CONTROL AND CONDITIONAL CANCELLATION
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ABSTRACT
This paper proposes a low-distortion noise canceller with a novel stepsize control and conditional cancellation. The coefficient adaptation stepsize is controlled by an estimated signal-to-noise ratio (SNR) at the primary input and a relative coefficient magnitude normalized by the reference power. The SNR is estimated based on the noise replica and the output, and converted to a stepsize by an exponential function. This stepsize provides robustness to interference by the desired speech. Conditional cancellation guarantees that the noisy signal power is reduced by noise-replica subtraction. Comparison of the proposed noise canceller with five popular state-of-the-art commercial smartphones demonstrates good enhanced-signal quality with as much as 0.6 PESQ improvement.
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1. INTRODUCTION
Speech enhancement is an indispensable technology for communications and human-computer interaction in noisy environments. One of the most benefitting applications are mobilephone handsets. Most of today’s handsets are equipped with two microphones for speech enhancement. There are three typical technologies for two-microphone, mobilephone speech enhancement; namely, two-channel noise suppression [1]–[10], acoustic beamforming [11]–[13], and noise cancellation [14]–[16].

Two-channel noise suppression uses the signal from the secondary microphone as additional information so that a more accurate noise estimate can be obtained. This accurate noise estimate is incorporated in the traditional single-channel noise suppression framework for better subtraction or better suppression with a more accurate spectral gain. However, auxiliary information obtained from the secondary microphone is not fully utilized because phase is still untouched in the process of suppression. Phase mismatch becomes a more serious problem in low signal-to-noise ratio (SNR) environments [17].

Acoustic beamforming, also known as microphone arrays (MAs), steers a beam and a null to enhance the target speech and attenuates undesirable interference. Although it manipulates magnitude and phase, it is useful only for point signal sources because it is based on directivity. Diffuse noise, which is often encountered in practical environments, cannot be attenuated with a limited number of microphones. Moreover, directivity in low frequencies is insufficient with a small microphone spacing [18] allowed for mobilephone handsets when they are placed side by side.

Noise cancellers (NCs) [15] do not have those limitations and have demonstrated potential in some applications [16]. A secondary microphone captures a signal which is correlated with the noise components in the primary-microphone signal. This signal drives an adaptive filter to generate a noise replica, which is subtracted from the primary-microphone signal to cancel noise. Adaptive filter coefficients are updated with the subtraction result, which consists of the speech to be enhanced and the misadjustment. It is clear that the desired speech has nothing to do with the misadjustment and plays a role of an interference. As a result, coefficient adaptation is disturbed, resulting in distortions in the residual noise and enhanced speech [16].

As a solution to the interference problem, an adaptive noise canceller with a paired filter (ANC-PF) structure [19] introduced an auxiliary (or sub) adaptive filter for estimating an SNR that is used to slow down coefficient-adaptation in the main adaptive filter in speech presence. A partitioned power-normalized proportionate normalized least-mean-square (PP-PNLMS) algorithm successfully scrapped the sub filter by calculating an SNR based on the main filter output [20]. However, it turned out by extensive evaluations that the algorithm is sometimes not sufficiently stable in extremely adverse environments.

This paper proposes a low-distortion noise canceller with a novel stepsize control and conditional cancellation. In the next section, SNR-based recursive stepsize control is reviewed in details to highlight an error propagation problem. Section 3 presents a new stepsize control and conditional cancellation. Finally, in Section 4, evaluation results of the
new noise canceller are presented in comparison with the state-of-the-art commercial smartphones.

2. SNR-BASED RECURSIVE STEPSIZE CONTROL

Figure 1 depicts a block diagram of an NC with an N-tap adaptive filter based on SNR-based recursive stepsize control. The noise-cancelling signal $e(k)$ is expressed by

$$e(k) = x_P(k) - \hat{n}(k) = s(k) + \Delta n(k)$$

(1)

$$\Delta n(k) = n(k) - \hat{n}(k) = n(k) - \sum_{l=k-N+1}^{k} x_R(l) w(k, k-l),$$

(2)

where $x_P(k)$, $x_R(k)$, $s(k)$, $n(k)$, and $\hat{n}(k)$ are the primary and reference-microphone signals, the desired speech, the noise to be cancelled, and a noise replica (adaptive filter output). $w(k, i)$ is the $i$-th filter coefficient at time $k$. Assuming good noise cancellation by the adaptive filter, represented by $\Delta n(k) = 0$, $e(k)$ can be regarded as a replica of the desired speech. With these replicas, $\hat{n}(k)$ and $e(k)$, of the noise and the desired speech, an estimated SNR, $\sigma(k)$, is calculated by

$$\sigma(k) = \text{ave}\{e^2(k)/\mu\} / \text{ave}\{\hat{n}^2(k)\},$$

(3)

where $\text{ave}\{-\}$ is a time-averaging operator to absorb imperfections in the adaptive filter behavior for better accuracy.

The SNR estimate, $\sigma(k)$, is then processed by an appropriate function $f\{-\}$ to convert to a stepsize $\mu(k)$ as

$$\mu(k) = f(\sigma(k)) \cdot \mu_0.$$  

(4)

$\mu_0$ is the NLMS (normalized least mean-square) stepsize that satisfies $0 < \mu_0 < 2$. A function $f\{-\}$ is designed as a decreasing function of $\sigma(k)$ such that a high SNR with a strong desired speech returns a small value for stable adaptation.

Because of time-averaging, the SNR estimate is somehow delayed. This delayed SNR estimate does not reflect rapid changes of the desired signal power, leading to an inappropriate stepsize and erroneous filter coefficients. Wrong coefficients violate the current assumption of good noise cancellation, and the SNR estimate becomes even worse. As a result, coefficients would not recover correct values because of negative feedback or error propagation. Therefore, the coefficient adaptation algorithm has to be designed carefully paying more attention to the interfering desired speech.

3. PROPOSED NOISE CANCELLER

For sufficient stability in adverse conditions, the proposed NC incorporates three new functions; namely, individual stepsize control based on the reference power, global stepsize control based on an estimated SNR, and conditional cancellation of the noise. They cooperate for unrivalled robustness in the real environment.

3.1. Reference-Power Dependent Individual Stepsize Control

A coefficient $w(k, i)$ is updated by the NLMS algorithm as

$$w(k+1, i) = w(k, i) + \mu(k, i) \cdot \frac{e(k)x_R(k-i)}{||x_R(k)||^2},$$

(5)

where $x_R(k)$ is a reference signal vector of the same size as the filter coefficient vector $w(k)$. From (1) and (5), the following equation is obtained.

$$w(k+1, i) = w(k, i) + \mu(k, i) \frac{s(k)x_R(k-i)}{||x_R(k)||^2} + \mu(k, i) \cdot \frac{\Delta n(k)x_R(k-i)}{||x_R(k)||^2}.$$  

(6)

It was found through detailed investigations that coefficients with smaller magnitude tend to have larger variations, which sometimes lead to filter instability in adverse conditions. This fact can be explained by (6). The second term on the right-hand side in (6) is the interfering term in coefficient adaptation. A coefficient adaptation ratio $R(k, i)$ defined by

$$R(k, i) = \frac{\mu(k, i)s(k)x_R(k-i)}{||x_R(k)||^2 ||w(k, i)||^2}$$

represents a relative amount of coefficient adaptation to the coefficient variance. Coefficients with too large a value of $R(k, i)$ may cause instability because they change drastically. This measure is relative because only small coefficients become instable. It means that the first term on the right-hand side of (7) is common and only $||x_R(k-i)||/||w(k, i)||$ is of interest to us. Let us further define a normalized coefficient adaptation ratio $\bar{R}(k, i)$ as

$$\bar{R}(k, i) = R(k, i) \cdot \frac{||x_R(k)||^2}{\mu(k, i)||s(k)||} = \frac{||x_R(k-i)||}{||w(k, i)||}.$$  

(7)

(8)

Coefficients with large $\bar{R}(k, i)$ values should not be adapted by limiting the coefficient change with scaling. Our task is to identify coefficients with such a large $\bar{R}(k, i)$ with a threshold...
Fig. 2. Blockdiagram of the new noise canceller.

$R_{th}$. For computational savings, $\hat{R}_{\text{max}}(k, i)$ is used instead of $\hat{R}(k, i)$ as

$$\hat{R}_{\text{max}}(k, i) = \dfrac{|x_R(k - i)|}{\max\{|w(k, i)|\}} \leq \dfrac{|x_R(k - i)|}{|w(k, i)|} = \hat{R}(k, i). \quad (9)$$

As is clear from (9), use of $\hat{R}_{\text{max}}(k, i)$ makes the algorithm more stable. The final stepsize is given by

$$\mu(k, i) = \begin{cases} \frac{R_{th}}{\hat{R}_{\text{max}}(k, i)}, & \hat{R}_{\text{max}}(k, i) > R_{th} \\ \bar{\mu}(k), & \text{otherwise} \end{cases} \quad (10)$$

where $\bar{\mu}(k)$ is an SNR-dependent global stepsize.

3.2. SNR-Dependent Global Stepsize

Extensive evaluations revealed that approximation of the SNR-stepsie conversion function $f\{\cdot\}$ by a linear function does not always provide sufficiently small stepsize for some interference. Therefore, the proposed NC incorporates a decreasing exponential function as

$$\hat{\mu}(k) = \max\{\min\{\alpha \exp(\beta(\sigma(k) + \delta), \alpha\}, \epsilon\}. \quad (11)$$

Function $\hat{\mu}(k)$ is illustrated in Fig. 3. Equation (11) indicates that the SNR-dependent global stepsize is a decreasing exponential function with a ceiling at $\alpha$ and a floor $\epsilon$. It is shifted by $\delta$ toward left and scaled by $\alpha$. Compared to an approximating linear function that crosses $\hat{\mu}(k)$ at $(\delta, \alpha)$ and $(\rho, \epsilon)$, this function takes a small global stepsize more often in the transition range between $\delta$ and $\rho$. This fact guarantees higher stability for coefficient adaptation. Parameters in (10) and (11) were optimized with a wide range of realistic signals (SNRs, noise, crosstalk levels) and has proven insensitive.

3.3. Conditional Cancellation

Conditional cancellation subtracts the noise replica only when power reduction is guaranteed between the primary microphone signal and the error signal. It is implemented by the following equation:

$$e(k) = \begin{cases} x_p(k) - \hat{n}(k) & e^2(k) < x_p^2(k) \\ x_p(k) & \text{otherwise} \end{cases} \quad (12)$$

This is a conservative operation, however, for sufficient stability, it plays an important role.

4. EVALUATIONS

4.1. Evaluation Conditions

Evaluations were performed with an $N = 512$ tap adaptive filter and compared with the state-of-the-art, popular smartphones; namely, iPhone4S, 5, 5C, 5S and Galaxy S4. A noise suppressor [21] is used for the proposed NC as post-processing. For fair comparison, the enhanced speech was encoded and decoded for the proposed NC by an AMR codec [22] at a bitrate of 12.2 kbit/s. The experimental setup is depicted in Fig. 4. Six loudspeakers were driven by the same signal that mostly consists of street noise, babble noise, or their mix. The primary and the reference microphones were mounted on an iPhone 5S at exactly the same microphone positions. The smartphone was placed 0.3 m above a table whose height was 1.0 m. The primary microphone was facing the table. The sound pressure level of the speech and the noise was approximately 80dBA at the primary microphone. SNRs for street, babble, and mixed noise conditions...
were $-2$, $+8$, and $+1$ dB, respectively.

4.2. Evaluation Results

Figure 5 depicts the noisy speech (gray) and the enhanced speech (black) with the street noise. Although the signals look similar to each other, the PESQ scores [23] are considerably different. The proposed NC achieved as much as 0.6 better score over other five commercial smartphones. This is a sign of low distortion of the proposed NC.

Figure 6 shows PESQ scores for three different noise conditions. PESQ differences defined as the PESQ difference from the one by the proposed NC are also included. It is confirmed that the proposed NC always provides the best PESQ among the six smartphones.

Frequency distribution of frame PESQ are compared for iPhone5S and the proposed NC in Fig. 7. The proposed NC exhibits smoother and more natural distribution with a single peak around 3.8. iPhone5S, on the contrary, shows an irregular curve with many ups and downs with multiple peaks. The proposed NC achieves reasonable PESQ score depending on the frame SNR.

Shown in Fig. 8 are SNR improvement (SNRI) for the six smartphones. All smartphones except Galaxy show similar SNRI values. The proposed NC provides the best or comparable-to-the-best scores. For the babble noise, the SNRI by the proposed NC is lower than some of the others. However, such a difference is hardly audible in such an SNRI range higher than 25 dB.

5. CONCLUSION

A low-distortion noise canceller with a novel stepsize control and conditional cancellation has been proposed. The stepsize is controlled by adaptation amount of each coefficient and significance of interference. Conditional cancellation guarantees reduction of noise power for additional stability. Comparison of PESQ scores and SNRI values has demonstrated superior
performance of the proposed noise canceller.
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