A NOVEL METHOD WITH A DEEP NETWORK AND DIRECTIONAL EDGES FOR AUTOMATIC DETECTION OF A FETAL HEAD
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ABSTRACT

In this paper, we propose a novel method for the automatic detection of fetal head in 2D ultrasound images. Fetal head detection has been a challenging task, as the ultrasound images usually have poor quality, the structures contained in the images are complex, and the gray scale distribution is highly variable. Our approach is based on a deep belief network and a modified circle detection method. The whole process can be divided into two steps: first, a deep learning architecture is applied to search the whole image and determine the result patch that contains the entire fetal head; second, a modified circle detection method is used along with Hough transform to detect the position and size of the fetal head. In order to validate our method, experiments are performed on both synthetic data and clinic ultrasound data. A good performance of the proposed method is shown in the paper.
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1. INTRODUCTION

Ultrasound technology is widely used in prenatal clinic examination thanks to its safety, low cost and non-invasiveness. In the first trimester of pregnancy, fetuses are usually small in size, and the ultrasound images acquired usually have low quality. However, there are many medical indexes that need to be measured in the first trimester for abnormality diagnosis, such as nuchal translucency (NT) and crown-rump length (CRL). NT and CRL are both related to the fetal head, hence fetal head detection is important.

Several fetal head detection methods have already been proposed, such as those proposed by Wei Lu et al. using iterative randomized Hough transform [1], by Namburete et al. using shape properties of pixel clusters [2], and by Yinhui Deng et al. based on a hierarchical structural model [3]. These methods are usually focused on certain types of images, for example, images of fetuses with bright head skull or in the same pose. On the other hand, Carneiro et al. described a method for detecting fetal anatomies using a constrained probabilistic boosting tree [4], where five parameters need to be searched.

In order to deal with more complex ultrasound images containing fetuses in different poses, we introduce a deep learning architecture into the fetal head detection process. Compared with shallow networks, deep multilayer networks can fulfill complex functions more efficiently and achieve better generalization performance on difficult recognition tasks [5-6]. Yet, the training of a deep architecture network used to be difficult because of the non-convex optimization involved [6]. However, the situation have been changed since 2006 when Hinton introduced a successful approach to the training of deep neural network [7, 8]. Deep architecture show good performances in image classification [8-13]. Carneiro et al. used deep architecture in left ventricle segmentation based on ultrasound data [14-15].

In this paper, we introduce a novel fetal head detection method based on ultrasound images from fetuses at first trimester. The method can be divided into two steps. First, we build a deep belief network, the input of which is an image patch, and the output is the probability that the patch contains the whole fetal head. Then, search the ultrasound image exhaustively, with the top hypothesis chosen as the result patch. Second, a modified circle detection method is applied to the result patch to detect the position and size of the fetal head. As images vary in gray-scale distribution, a patch is first preprocessed by using histogram equalization and SRAD filter. Then, the patch is divided into eight regions according to the directions, and a Kirsch edge operator is applied to each of the regions to enhance the edge in the corresponding direction. The directional edge detection method enhances the edges whose gradient points out along the radii from the center of the patch, which is approximately the center of the head circle, and at the same time, it weakens the edges in other directions. Finally, Hough transform is used for the circle detection.

In this paper, Section 2 introduces the method we propose, Section 3 presents the experiments and results, and Section 4 comes with the conclusions and future work.
2. METHOD

In this paper, a novel method for automatic fetal head detection is proposed. First, a deep belief network is used to search the whole image to determine the result patch that contains the whole fetal head. Then, a modified method is used to detect the position and size of the fetal head in the result patch.

2.1. Deep belief network

A deep belief network (DBN) was first proposed by Hinton in 2006 [8]. DBNs are first pre-trained layer-by-layer, using the RBM and then refined by using a gradient-descent based supervised method. Restricted Boltzmann Machines (RBMs) [16-17] are the building blocks of DBNs.

RBM is a two-layer network, which is fully connected between the two layers. The joint distribution \( p(v, h) \) over the visible units \( v \) and hidden units \( h \) has an energy [16] given by

\[
E(v, h) = - \sum_{i \in \text{visible}} b_i v_i - \sum_{j \in \text{hidden}} b_j h_j - \sum_{ij} v_i h_j w_{ij}
\]

where \( v_i, h_j \) are the binary states of visible unit \( i \) and hidden unit \( j \), \( b_i \) and \( b_j \) are the biases, and \( w_{ij} \) is the weight. The probability that the network assigns to a visible vector \( v \) is given by

\[
p(v) = \frac{\sum_h e^{-E(v, h)}}{\sum_v e^{-E(v, h)}}
\]

The weight \( w_{ij} \) is updated using the difference between two correlations

\[
\Delta w_{ij} = \varepsilon (\langle v_i h_j \rangle_{\text{data}} - \langle v_i h_j \rangle_{\text{recon}})
\]

where \( \varepsilon \) is the learning rate, and the angle brackets are used to denote expectations of data and reconstructed confabulation. In the pre-training step, a greedy layer-wise unsupervised learning method is used: first train the lower layer, then use the lower layer’s output as the upper layer’s input. The pre-training step is unsupervised. After pre-training layer by layer, the weights of the network are fine-tuned by a supervised gradient-descent based learning method.

The structure of the DBN used in the paper is as shown in Figure 1. For training, the whole network can be treated as a binary-classifier, which can determine whether a given patch contains the whole fetal head or not. The input are two classes of patches, the positive patches containing the whole fetal head, and the negative patches containing part of the fetal head or with no head in them. For testing, an exhaustive patch searching is done in a test image, with each patch being input into the DBN to get the probability that that patch belongs to the positive class. As shown in equation (4), consider the top hypothesis as the result patch.

\[
I(x, y) = \arg \max_{I(x, y)} P_{\text{head}}(I(x, y)|W)
\]

where \( I(x, y) \) is the patch centered at \((x, y)\), \( P_{\text{head}}(*) \) denotes the probability of the patch belonging to the positive class, and \( W \) contains all the weight of the DBN. For the purpose of reducing the computation, the DBN step is trained and tested on the images down-sampling to half size.

2.2. Modified circle detection method

After the result patch containing the entire fetal head is identified, we use a modified circle detection method to determine the position and size of the fetal head. The image patch is first preprocessed using histogram equalization and SRAD filter.

Different from traditional edge detection method, gradient direction is taken into account in the proposed method, making good use of the characteristic of image patches in our situation. To detect the circle of the fetal head, the edges on the head skull should be enhanced and the edges inside or outside the head should be weaken. The gradients on the skull usually point out along the radii from the center of the fetal head. Considering the size of image patch which fully contains the fetal head is the same as or slightly bigger than that of fetal head, the center of the fetal head can be approximately replaced by that...
of the image patch. A directional edge method based on Kirsch edge operator is used to enhance the edges on the fetal head. Each image patch is divided into eight regions, that is, the top, bottom, left, right, upper left(UL), upper right(UR), lower left(LL) and lower right(LR) regions, according to the directions (see Figure 2(a)). For each region, a Kirsch edge operator in the corresponding direction is applied, so a total of eight Kirsch edge operators are applied (see Figure 2(b)). The pixels whose gradient points out along the radii from the center toward the circumference have strong responses, while edges in other directions are weakened. A combination of the filtered images of the eight regions results in the final filtered image, in which a lot of artifacts are prevented. Then, a threshold is chosen to binary the filtered image, followed by the application of Hough transform to the binary edge image to detect a circle.

3. EXPERIMENTS AND RESULTS

To validate our method, experiments are performed on both synthetic data and clinic ultrasound data.

3.1. Experiments on synthetic data

In synthetic data, a large ellipsoid is used to simulate the uterus, a circle is used to simulate the fetal head, and a smaller ellipsoid is used to simulate the fetal body. We create a DBN with 5 hidden layers: 1681-500-500-200-2.

V6-2 probe. To validate the effectiveness of the circle detection method, experiments are performed on synthetic data, compared with SRAD edge based method and KAD edge based method.

SRAD edge based method and the KAD edge based method, which replace the edge image used in the Hough transformation into edge image computed by SRAD filter [18] and KAD filter [19], are used for comparison. The result of the proposed method comparing with these two methods is shown in Table 1. It can be seen that the performance of the proposed method is better than the other two methods. The TP and FN of SRAD seem better than the proposed method, but that’s because the result circle of the proposed method is better than the other two methods.

3.2. Experiments on clinic ultrasound data

The experiments are performed on a dataset composed of 346 clinic ultrasound images of fetuses at 11-14 weeks. These data are middle slices of the 3D data collected from 204 patients using Philips iU22 Ultrasound System with a V6-2 probe. To validate the effectiveness of the circle detection of the fetal head

Table 1. Results of circle detection using the modified circle detection method in synthetic data, compared with SRAD edge based method and KAD edge based method.
Fig. 4. Some of the correctly detected and incorrectly detected results after the deep belief network. (a) Correctly detected cases. (b) Incorrectly detected cases.

Fig. 5. (a) Original patch image. (b) After histogram equalization and SRAD filtering. (c) Directional edge image. (d) SRAD edge image. (e) KAD edge image. (f) Binary the direction edge image with threshold 0.2.

Fig. 6. Some of final head detection results.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Proposed method</th>
<th>SRAD edge based method</th>
<th>KAD edge based method</th>
</tr>
</thead>
<tbody>
<tr>
<td>TP</td>
<td>0.9404 (±0.0726)</td>
<td>0.9489 (±0.0694)</td>
<td>0.9235 (±0.0755)</td>
</tr>
<tr>
<td>FN</td>
<td>0.0596 (±0.0726)</td>
<td>0.0511 (±0.0694)</td>
<td>0.0765 (±0.0755)</td>
</tr>
<tr>
<td>SI</td>
<td>0.8472 (±0.0969)</td>
<td>0.7483 (±0.1052)</td>
<td>0.7577 (±0.1145)</td>
</tr>
<tr>
<td>HDF</td>
<td>5.2033 (±3.6478)</td>
<td>9.4000 (±5.0600)</td>
<td>8.9981 (±4.7198)</td>
</tr>
<tr>
<td>Average distance</td>
<td>2.7830 (±1.8830)</td>
<td>4.6454 (±2.4522)</td>
<td>4.7979 (±2.4532)</td>
</tr>
</tbody>
</table>

Table 2. Results of circle detection using the modified circle detection method in clinic ultrasound data, compared with those from SRAD edge based method and KAD edge based method.

detection, a best circle of the fetal head is manually drawn as the golden ground for each data.

A DBN with the same structure as in the synthetic experiments are used. 54000 image patches, including 1384 positive patches and 52616 negative ones, are chosen from 173 images and used for training. Another 173 images are used for testing. Of those tested, 164 images are detected correctly. The detection accuracy is 94.8%. The distance between the center of the result patch and the real head is 3.5753 (±2.7581) pixel. Figure 4 gives some examples of the correctly and incorrectly detected cases.

The modified circle detection method is applied to the 164 images whose patches are correctly determined. The image after histogram equalization and SRAD is shown in Figure 5(b). After the histogram equalization step and SRAD step, the image’s contrast is improved, and weak edges are enhanced. Also the speckle noise is reduced and the image is smoother. The directional edge filtered image is shown in Figure 5(c). Compared with the SRAD edge detection result and KAD edge detection result, the proposed method enhances the edges on the head circle, and removes lots of artifacts inside and outside the fetal head. Some of final head detection results are shown in Figure 6. The final result circle shows the position and size of the fetal head. The head detection result achieved with the proposed method is compared with the SRAD edge based method and KAD edge based method in Table 2. The TP and SI of the proposed method are 0.9404 (±0.0726) and 0.8472 (±0.0969), higher than that of the KAD edge based method. The FN, HDF and average distance of the proposed method are 0.0596 (±0.0726), 5.2033 (±3.6478) pixel and 2.7830 (±1.8830) pixel, lower than those of the KAD edge based method. As for the SRAD edge based method, it can be seen that the TP and FN of the SRAD edge based method is 0.9489 (±0.0694) and 0.0511 (±0.0694), slightly better than the proposed method. The reason is the same as explained in synthetic data experiments. The lower SI (0.7483 (±0.1052)) and larger HDF (9.4000 (±5.0600)) and average distance (4.6454 (±2.4522)) of the SRAD edge based method shows the better performance of the proposed method.
4. CONCLUSIONS AND FUTURE WORKS

In the paper, a new method is proposed for automatically detecting a fetal head in ultrasound images of first trimester fetuses. A deep belief network is trained to estimate an image patch containing the whole fetal head, followed by the use of a modified circle detection method to detect the position and size of the fetal head. The method shows good performance in both synthetic data and clinic ultrasound data. It can be applied to images having different gray scale distributions and with various fetal poses. In future, the accuracy of patch estimation needs to be improved and 3D fetal head localization could be done based on the results.

REFERENCES


