ABSTRACT

Asynchronous event-based cameras use time encoding to code the pixel intensity values. A time encoding of an input pattern generates a random stream of asynchronous events. An event is defined as a pair containing a timestamp and the information about the signal variation since the last emitted event. The goal of this paper is the recognition of the input pattern. The paper is organized as follows. Section 2 describes the asynchronous event-based camera and proposes a statistical model of the random event stream based on the physical model of the event-based camera. Section 3 derives the optimal Bayes classifier which processes the random event streams in order to identify an input pattern. The paper is supported by French Provence Alpes Côte d’Azur project COBRA.

1. INTRODUCTION

Asynchronous event-based cameras, also called neuromorphic cameras, are beginning to provide a paradigm shift in the current approaches to address image and video processing [1–5]. Contrary to conventional frame-based image acquisition and processing technologies, event-based dynamic vision sensors provide a novel and efficient way for encoding light and its temporal variations by registering and transmitting only the changes at the exact time at which they occur [4,6,7]. Event-based cameras sense and encode the spatial locations (addresses) and times of changes in light intensity at the pixel level [1]. Asynchronous, continuous-time signal coding and processing based on nonuniform sampling has shown (e.g., [8] and [9]) that such a sampling approach allows to recover some information about the sampled signal. Consequently, event-based cameras have a very high temporal resolution exceeding the speed of most conventional frame based cameras and permit to save power. This novel paradigm of visual data acquisition calls for a new methodology in order to efficiently process the sparse event-based image information without sacrificing its beneficial characteristics [10,11].

Event-based sensors allow a radical new variety of processing [1,12,13]. Asynchronous event-based cameras use a time encoding [4,14,15] of the pixel log-intensities \( x_k(t) \) for \( t > 0 \) and all \( k = 1, \ldots, K \) where \( K \) is the number of pixels. Hence, the input time-varying scene is represented as a random sequence, called the event stream, of events \((t_{k,j}, y_{k,j})\) where \((t_{k,j}), j \in \mathbb{N}\) is a sequence of strictly increasing times and \(y_{k,j} \in \{-1,1\}\) is the polarity of the event. Many models [16] exist for encoding a signal in the time domain. This paper deals with the level crossing sampling which remains one of the most used techniques, especially with event-based sensors [11]. Most efforts in the literature have been devoted towards the design of reconstruction algorithms and filtering methods [10,11,14,17–19] for bandlimited signals. One of the main lack of existing works is the absence of results about statistical models and classification of event streams.

The contributions of this paper are twofold. First, the event stream is modeled as a sequence a random events. The randomness of the event stream is due to the noise naturally present inside the neuromorphic sensor and coming from the photoreceptors and electronic circuits. Second, we propose an optimal Bayes classifier which processes the random event streams in order to identify an input pattern. The paper is organized as follows. Section 2 describes the asynchronous event-based camera and proposes a statistical model of the event streams. Section 3 derives the optimal Bayes classifier to classify some patterns from random event streams. Section 4 proposes a numerical study of the classifier. Finally, Section 5 concludes this paper.

2. EVENT-BASED CAMERA

2.1. Event-Based Sampling

The goal of this section is to model the event stream produced by the event-based sampling of an input time-varying scene in order to classify the pattern occurring inside the scene. The pattern classification process is described in Fig. 1. An event is defined as a couple composed of a timestamp and a polarity at a given pixel coordinate. The polarity is a sample related to the luminance signal variation captured at the level of a sin-
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Fig. 1. Pattern classification from the event-based sampling of an input time-varying scene.

gle pixel along with its time of acquisition. Let us introduce the event-based sampling in continuous time. The discrete time model will be modeled in Subsection 2.2. Let \( x(t) \) be a continuous time signal we want to sample. The \( k \)-th random event is a pair \( (t_k, y(t_k)) \) where each sample is acquired according to the generic rule

\[
x(t_{k+1}) = x(t_k) + \varepsilon_k + \Delta y(t_{k+1})
\]

where \( \Delta \) is the known sampling step and \( k \) is a positive integer. This means that each sample \( x(t_{k+1}) \) is determined by adding or subtracting a constant positive term \( \Delta \), up to the noise \( \varepsilon_k \), to the previous sample \( x(t_k) \). The noise \( \varepsilon_k \) is difficult to model directly but it is implicitly taken into account in the statistical distribution of the events given in the following.

![Random level crossing sampling of \( x(t) \).](image)

Fig. 2 shows an example of signal and resulting sampling points in time. This is a random level crossing sampling which is very close to the conventional level crossing sampling, also called send-to-delta or Lebesgue sampling [20], except that the difference between two samples is random.

### 2.2. Random Event Model

A typical event-based sensor, as the Dynamic Vision Sensor [4], models the transient responses of the retina [21]. A neuromorphic vision system is composed of sensors which are sensitive to the light contrast of the input scene. Each pixel memorizes the log-intensity of the input after each event and emits a new event when the input is significantly different from the memorized log-intensity. More formally, let us assume that the input pattern is characterized by a spatiotemporal intensity function \( f(u,v,t) \) and that \( f(u,v,t) \) belongs to a compact \( D \subset \mathbb{R}^2 \) and \( t \in [0,T] \) where \( T \) is the duration of the acquisition in microseconds. The set of pixels \( p_k = (u_k,v_k) \) corresponds to some sampling points of \( D \) for \( k = 1, \ldots, K \). Each pixel \( p_k \) is associated to a photoreceptor which is sensitive to the log-intensity \( \tilde{x}(t) = \ln I_k(t) \) of the input scene where \( I_k(t) > 0 \) is the input photocurrent.

The neuromorphic vision sensor works in discrete time with a typical time resolution of 1 \( \mu \)s. Let \( \{t_{k,1}, \ldots, t_{k,n_k}\} \) be the instants of \( [0,T] \) where the event-based sensor emits the events associated to pixel \( p_k \). An event produced by pixel \( p_k \) is a couple \( e_{k,j} = (t_{k,j}, y_{k,j}) \) where \( t_{k,j} \) is the time of the \( j \)-th event and \( y_{k,j} \) is its polarity, say \(-1\) (OFF event) or \(+1\) (ON event). By convention, \( t_{k,0} = 0 \) for all pixels \( k \). At discrete time \( t \geq t_{k,j} \), the variation of the log-response with respect to the memorized value at time \( t_{k,j} \) is given by

\[
\delta_k(t, t_{k,j}) = x_k(t) - x_k(t_{k,j}) + \xi_k(t)
\]

for all \( j \geq 1 \) where \( \xi_k(t) \) is a noise. The non-random difference \( \tilde{x}_k(t, t_{k,j}) = x_k(t) - x_k(t_{k,j}) \) is called the temporal contrast after the \( j \)-th event. The random temporal contrast \( \tilde{\delta}_k(t, t_{k,j}) \) is then compared to two non-random thresholds \( \Delta^+ \) and \( \Delta^- \) satisfying \( \Delta^- < \Delta^+ \). It is assumed that \( \Delta^+ = \Delta = -\Delta^- \) and that these thresholds are nominally the same for all the pixels. If the difference exceeds the upper threshold \( \Delta^+ \), the sensor emits an ON event; if it is below the lower threshold \( \Delta^- \), the camera emits an OFF event; if the value is between the two thresholds, there is no event. After emitting the \( j + 1 \) event, the input value \( x_k(t_{k,j+1}) \) is saved in the neuromorphic sensor in order to compute \( \delta_k(t, t_{k,j+1}) \) for the next event. Strictly speaking, the thresholds \( \Delta^- \) and \( \Delta^+ \) are random since they depend on the electronic system. To simplify the model, the randomness of \( \Delta^- \) and \( \Delta^+ \) are not considered in this paper. The refractory period of each pixel and the background ON activity described in [4] are ignored.

Experiments in [4, 7, 22, 23] showed that \( \xi_k(t) \) is an aggregate of many sources of noise: photonic noise, contrast threshold, uniformity of response, etc. These experiments evaluate contrast sensitivity by measuring the event response probability as a function of increasing contrast at identical initial illumiance. In an ideal noise-free world, this would result in a step (0\% to 100\% probability with infinite slope) at a given threshold contrast. In reality, noise turns the ideal step into an “S”-shaped curve (see Fig. 14 in [7]). Hence, the noise \( \xi_k(t) \) can be approximated by a Gaussian white noise such that \( \{\xi_k(t), 1 \leq k \leq K, 1 \leq t \leq T\} \) is a family of independent and identically distributed variables satisfying

\[
\xi_k(t) \sim N(0, \sigma^2)
\]

where \( \sigma > 0 \) is the standard-deviation of the noise. It is assumed that the sensor is well calibrated, so \( \sigma \) is known.
2.3. Statistical Event Stream Model

Let \( p_{k,j,t} + 1 \) and \( p_{k,j,t} + 1 \), be the probability that the \( j \) event is an OFF event, resp. an ON event, emitted at time \( t \) by pixel \( p_i \). The probability of non-emitting a \( j + 1 \) event at time \( t \) at pixel \( p_i \) is \( p_{k,j,t} = p_k(t,0) \). Let us describe the probability distribution of the random event stream for pixel \( p_i \). The event stream of pixel \( p_i \) is a vector, denoted \( S_k \), of \( n_k \) couples \((t_k,j,y_k)\):

\[
S_k = \{(t_k,j,y_k), 1 \leq j \leq n_k\}.
\]

The probability of the stream \( S_k \) is given by

\[
Pr(S_k) = B_{k,T} \prod_{q=1}^{q=n_k} A_{k,q}
\]

(3)

where \( A_{k,q} \) is the probability of the sequence of events starting from time \( t_{k,q-1} + 1 \) and finishing to time \( t_{k,q} \) given by

\[
A_{k,q} = p_{k,q}(t_{k,q-1},y_{k,q}) \prod_{i=t_{k,q-1} + 1}^{t_{k,q} - 1} p_{k,q}(i,0)
\]

(4)

and \( B_{k,T} \) is the probability of non-emitting events after the last event emitted at time \( t_{k,n_k} \):

\[
B_{k,T} = \prod_{\ell=t_{k,n_k} + 1}^{T} p_{k,n_{k+1} + 1}(t,0).
\]

(5)

These equations underline that the absence of events in the stream is also a source of information. Indeed, the silence between two events, which corresponds to the product over index \( i \) in (4), depends on the two events limiting this silence period. The event stream for all the pixels is

\[
S^K_1 = \{S_k, k = 1, \ldots, K\}.
\]

Let \( S \) be the set of all event streams over \([1,T]\).

Since the noise has a Gaussian distribution, the probabilities of emitting and non-emitting an event are given by:

\[
p_{k,j,t} + 1(t,0) = Pr(\Delta^- \leq \delta_k(t,t_{k,j}) \leq \Delta^+) = \Phi\left(\frac{\Delta^+ - \hat{x}_k(t,t_{k,j})}{\sigma}\right) - \Phi\left(\frac{\Delta^- - \hat{x}_k(t,t_{k,j})}{\sigma}\right),
\]

(6)

\[
p_{k,j,t} + 1(t,-1) = Pr(\delta_k(t,t_{k,j}) \leq \Delta^-) = \Phi\left(\frac{\Delta^- - \hat{x}_k(t,t_{k,j})}{\sigma}\right),
\]

(7)

\[
p_{k,j,t} + 1(t,+1) = Pr(\delta_k(t,t_{k,j}) \geq \Delta^+) = 1 - \Phi\left(\frac{\Delta^+ - \hat{x}_k(t,t_{k,j})}{\sigma}\right),
\]

(8)

where \( \Phi(\cdot) \) is the cumulative distribution function of the standard univariate normal distribution. We have \( p_{k,j,t} + 1(t,0) + p_{k,j,t} + 1(t,-1) + p_{k,j,t} + 1(t,+1) = 1 \) for all \( t \geq t_{k,j} \). It is important to note that the probability of the \( j + 1 \)th event is only conditioned by the \( j \)th event, not by the previous events.

3. OPTIMAL BAYES CLASSIFIER

The observation model shows that the event stream model (3) depends on the input signal, also called the input pattern,

\[
X = \{x_k(t), k = 1, \ldots, K, 1 \leq t \leq T\}.
\]

Let us assume that \( X \) belongs to a set \( \mathcal{P} = \{X_1, \ldots, X_m\} \) of \( m \) known input patterns. Let us suppose that the neuro-morphic sensor is observing the pattern \( X_\theta \). Let \( Pr_\theta(S^K_1) \) the probability of random stream \( S^K_1 \) when the input pattern is \( X_\theta \). It is assumed that each pattern occurs with the same probability, i.e., the prior probability is \( q_\theta = 1/m \) for each pattern \( X_\theta \). A classifier is a function \( \phi : S \mapsto \{1, \ldots, m\} \) such that pattern \( X_\theta \) is chosen when \( \phi(S^K_1) = \theta \). Under the above mentioned assumptions, it makes sense to seek the Bayes classifier \( \phi^* \) which minimizes the Bayes risk \( R(\phi) \):

\[
R(\phi) = \frac{1}{m} \sum_{\theta=1}^{m} (1 - \alpha_\theta(\phi)),
\]

(9)

where \( \alpha_\theta(\phi) = Pr_\theta(\phi(S^K_1) = \theta) \) is the probability of correct recognition of \( X_\theta \). Hence, as described in [24], the Bayes classifier \( \phi^* \) is given by

\[
\phi^*(S^K_1) = \arg\max_{1 \leq \theta \leq m} Pr_\theta(S^K_1),
\]

(10)

where \( Pr_\theta(S_k) \) is given in (3) in the case \( X = X_\theta \). The derivation of (10) is based on the statistical independence of the pixels. It is important to note that the randomness of the pixels is due to the noise \( \xi_k(t) \), not to the input pattern structure \( X \).

4. NUMERICAL EXPERIMENTS

This section illustrates the performance of the Bayes classifier on simulated data. We consider three rotating input geometric patterns as shown in Fig. 3: a disk (with label \( \theta = 1 \)), a triangle (\( \theta = 2 \)) and a square (\( \theta = 3 \)). The geometric pattern is rotating over a constant level background.

![Fig. 3. Geometric patterns which are rotating over a white background to produce the event stream.](image-url)

The simulation lasts 1 ms, hence \( T = 1000 \mu s \). Each image is composed of 64 × 64 pixels. The pixel value of the geometric pattern is 1 whereas each background pixel takes the
The Bayes classifier is rather low but the number of samples, especially during the event generation, could be huge since the time resolution is 1 \( \mu s \). The event stream \( S^K \) is computed as modeled in Subsection 2.2. A typical event stream for the rotating disk is shown in Fig. 4 with \( \Delta^+ = -\Delta^- = 0.5 = \Delta \) and \( \sigma = 0.1 \). We can see the rotating disk and many noisy events occurring arbitrarily in space and time.

The event stream is produced by the rotating disk. The blue cross, resp. red plus, signs represent ON, resp. OFF, events.

![Event stream produced by the rotating disk](image)

**Fig. 4.** Event stream produced by the rotating disk. The blue cross, resp. red plus, signs represent ON, resp. OFF, events.

The Bayes risk is numerically evaluated with a Monte Carlo simulation. For each pattern, we generate 100 random streams of 100 \( \mu s \) following the model describing in Subsection 2.2 for 9 values of \( \Delta \) starting from 1 to 5 with a step increment 0.5. The standard deviation satisfies \( \sigma = \Delta/4 \). The simulation duration is decreased to 100 \( \mu s \) because the performance of the classifier is too high (the Bayes risk is close to 0) when there is a large number of events. The Bayes classifier \( \phi^* \) of Section 3 is computed for each random stream by exploiting all the events in the stream, hence it exploits all the pixels during the full simulation duration. The error probabilities \( 1 - \alpha_\theta(\phi^*) \) are estimated for each pattern \( \theta \in \{1, 2, 3\} \). The error probabilities are estimated by dividing the number of classification errors over the total number of tested random streams. The value of the Bayes risk is shown in Fig. 5.

As expected, the Bayes risk is increasing as \( \Delta \) is increasing. As a matter of fact, when the threshold \( \Delta \) is increasing, the number of events is decreasing, hence the sensibility of the event-based sensor to the pattern is decreasing.

For each value of \( \Delta \), we also compute the mean number of events extracted from the full family of random streams including all the patterns and all the pixels. The mean number of events for a stream duration of 100 \( \mu s \) is plot in Fig. 5. As underlined previously, we clearly see that the mean number of events is decreasing as the threshold is increasing. So there is a natural balance between the Bayes risk and the number of events. Saving energy to process the data involves to increase the threshold of the sensor and, consequently, to reduce the classification performance.

**5. CONCLUSION**

This paper proposes a statistical model of random event streams and the Bayes classifier derived from this model. The resulting classifier has a more complex structure than conventional classifier exploiting frame-based video. However, this is compensated by the fact that event-based cameras are saving power. Future work will apply the Bayes classifier to real data.
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