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ABSTRACT
In this work, a novel algorithm named sign regressor least mean mixed-norm (SRLMMN) algorithm is proposed as an alternative to the well-known least mean mixed-norm (LMMN) algorithm. The SRLMMN algorithm is a hybrid version of the sign regressor least mean square (SRLMS) and sign regressor least mean fourth (SRLMF) algorithms. Analytical expressions are derived to describe the convergence, steady-state, and tracking behavior of the proposed SRLMMN algorithm. To validate our theoretical findings, a system identification problem is considered for this purpose. It is shown that there is a very close correspondence between theory and simulation. Finally, it is also shown that the SRLMMN algorithm is robust enough in tracking the variations in the channel.
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1. INTRODUCTION
The least mean mixed-norm (LMMN) algorithm [1] is a well-known member of the family of mixed-norm adaptive filtering algorithms, which combines the benefits of the well-established least mean square (LMS) [2] and least mean fourth (LMF) algorithms [3]. In [4], the LMMN algorithm was introduced for the first time in an adaptive echo cancellation problem where it has shown improved performance over the LMS algorithm in terms of convergence and misadjustment. In-depth convergence, steady-state, and tracking analysis of the LMMN algorithm can be found in [5]–[6].

Signed adaptive filters are extensively used for the processing and analysis of electrocardiogram (ECG) signals [7] as they are computationally less complex when compared to their unsigned counterparts. The proposed sign regressor least mean mixed-norm (SRLMMN) algorithm is a signed version of the LMMN algorithm, which is obtained by taking the signum function of the input data. The SRLMMN algorithm is a hybrid algorithm based on a combination of the sign regressor least mean square (SRLMS) [8]–[9] and sign regressor least mean fourth (SRLMF) [10] algorithms. The SRLMMN algorithm reduces to SRLMF and SRLMS algorithms when the mixing parameter becomes zero and one, respectively. In the present work, analytical expressions for the convergence, steady-state mean-square error (MSE), and tracking MSE of the SRLMMN algorithm are derived.

The rest of the paper is structured as follows. The weight update equation of the proposed algorithm is described in Section 2. The convergence, steady-state, and tracking analysis of the SRLMMN algorithm is carried out in Sections 3, 4, and 5, respectively. Simulation studies which confirm the theoretical findings are presented in Section 6, followed by conclusions in Section 7.

2. THE SRLMMN ALGORITHM
The weight update equation of the LMMN algorithm can be written as follows [9]:

$$w_i = w_{i-1} + \mu \mathbf{u}_i^T e_i \delta \left[ 1 - \delta \right] e_i^2, \quad 0 \leq \delta \leq 1 \tag{1}$$

where $w_i \in \mathbb{R}^{M \times 1}$ is the updated weight vector at iteration $i$, $M$ is the length of adaptive filter, $\mu$ is the step-size, $\mathbf{u}_i \in \mathbb{R}^{1 \times M}$ is the regressor vector, $\delta$ is the mixing parameter, and $e_i$ is the estimation error given by

$$e_i = d_i - w_i^T \mathbf{u}_i \tag{2}$$

where $d_i$ is the desired value. The SRLMMN algorithm is obtained from the LMMN algorithm in (1) by replacing the regressor vector by its sign as shown below:

$$w_i = w_{i-1} + \mu \text{sign} [\mathbf{u}_i] \mathbf{u}_i^T e_i \left[ 1 - \delta \right] e_i^2, \quad 0 \leq \delta \leq 1 \tag{3}$$

3. CONVERGENCE ANALYSIS
To carry out the convergence analysis of the SRLMMN algorithm we rely on the assumptions mentioned in [11]. Subtracting both sides of (3) from the optimal weight vector $w^*_i$ we get

$$\tilde{w}_i = \tilde{w}_{i-1} - \mu \delta \text{sign} [\mathbf{u}_i] \mathbf{u}_i^T e_i - \mu \left( 1 - \delta \right) \text{sign} [\mathbf{u}_i] \mathbf{u}_i^T e_i^3 \tag{4}$$
where the weight error vector $\vec{w}_i$ is given by

$$\vec{w}_i = \mathbf{w}^*_i - \mathbf{w}_i.$$  

(5)

Taking the expectation of both sides of (4) under the assumptions mentioned in [11] we obtain

$$E[\vec{w}_i] = E[\vec{w}_{i-1}] - \mu \Delta E \left[ \text{sign}(\mathbf{u}_i)^T e_i \right] - \mu (1-\delta) E \left[ \text{sign}(\mathbf{u}_i)^T e_i \right].$$  

(6)

From [10], we have

$$E \left[ \text{sign}(\mathbf{u}_i)^T e_i \right] = \sqrt{\frac{2}{\pi \sigma_u^2}} R E[\vec{w}_{i-1}],$$  

(7)

$$E \left[ \text{sign}(\mathbf{u}_i)^T e_i \right]^3 = 3 \sqrt{\frac{2}{\pi \sigma_u^2}} \sigma_u^2 R E[\vec{w}_{i-1}].$$  

(8)

where $\sigma_u^2$ is the regressor variance, $\sigma_u^2$ is the estimation error variance, and $R = E[\mathbf{u}_i^T \mathbf{u}_i]$ is the regressor autocorrelation matrix. Upon substituting (7) and (8) into (6), we have

$$E[\vec{w}_i] = \left[ 1 - \mu - \sqrt{\frac{2}{\pi \sigma_u^2}} R (\delta + 3(1-\delta)\sigma_u^2) \right] E[\vec{w}_{i-1}].$$  

(9)

From (9), it is easy to show that the mean behavior of the weight error vector, that is $E[\vec{w}_i]$, converges to the zero vector if the step-size $\mu$ is bounded by:

$$0 < \mu < \frac{\sqrt{2\sigma_u^2}}{\lambda_{\text{max}}(\delta + 3(1-\delta)\sigma_u^2)}.$$  

(10)

where $\lambda_{\text{max}}$ is the maximum eigenvalue of $R$. We can obtain the step-size bounds of the SRLMF and SRLMS algorithms from (10) by setting $\delta$ equal to 0 and 1, respectively, as shown below:

$$0 < \mu_{\text{SRLMF}} < \frac{\sqrt{2\sigma_u^2}}{\lambda_{\text{max}} \sigma_u^2};$$  

(11)

$$0 < \mu_{\text{SRLMS}} < \frac{\sqrt{2\sigma_u^2}}{\lambda_{\text{max}}}. $$  

(12)

Note that the step-size bound of the SRLMF algorithm in (11) is the same as that obtained by us in [10]. Equation (10) can also be rewritten in the following equivalent form:

$$0 < \mu < \delta \mu_{\text{SRLMF}} + (1-\delta)\mu_{\text{SRLMF}}.$$  

(13)

### 4. STEADY-STATE ANALYSIS

To carry out the steady-state analysis of the SRLMMN algorithm we shall assume that the data $\{d_i, \mathbf{u}_i\}$ satisfy the assumptions of the stationary data model mentioned in [12].

For the adaptive filter of the form in (3), and for any data $\{d_i, \mathbf{u}_i\}$, assuming filter operation in steady-state, the following variance relation holds [9]:

$$\mu E \left[ ||\mathbf{u}_i||^2_2 g^2_e|e_i] \right] = 2 E \left[ e_{a,g}^T g^2_e \right], \text{ as } i \to \infty,$$  

(14)

where

$$E[||\mathbf{u}_i||^2_2 g^2_e] = E[\mathbf{u}_i, \mathbf{H}^T \mathbf{u}_i^*],$$  

(15)

$$e_{a,g} = e_{a,v} + v_i,$$  

(16)

with $g^2_e$ denoting some function of $e_i$, and $e_{a,v} = \mathbf{u}_i^T (w^* - \mathbf{w}_{i-1})$ is the a priori estimation error. Then $g^2_e$ for the SRLMMN algorithm can be shown to be

$$g^2_e = \delta(e_{a,v} + v_i) + \delta e_{a,v}^2 + e_{a,v}^2 + 2e_{a,v} v_i + v_i^2 + 2\delta e_{a,v}^3 + 2\delta e_{a,v}^2 + 2e_{a,v} v_i^2 + 2e_{a,v}^2 v_i + 2e_{a,v}^3 v_i + 2\delta e_{a,v}^4 + 4e_{a,v}^2 v_i + 4e_{a,v}^3 v_i + 4e_{a,v} v_i^2.$$  

(17)

If we multiply $g^2_e$ by $||\mathbf{u}_i||^2_2$ from the left, use the fact that $v_i$ is independent of both $\mathbf{u}_i$ and $e_{a,g}$, and again ignoring third and higher-order terms of $e_{a,v}$, we obtain

$$E \left[ ||\mathbf{u}_i||^2_2 g^2_e|e_i] \right] \approx (\delta^2 + 15\delta^2 e_{a,v}^2 + 12\delta\delta e_{a,v}^2)E \left[ ||\mathbf{u}_i||^2_2 e_{a,v}^2 \right] + 2(\delta^2 e_{a,v}^2 + 12\delta\delta e_{a,v}^2)E \left[ ||\mathbf{u}_i||^2_2 E[e_{a,v}]. \right.$$  

(18)

where $\bar{e}_{a,v} = E[v_i^2]$ and $\bar{e}_{a,v} = E[v_i^3]$ are the fourth and sixth-order moments of the noise sequence $v_i$, respectively.

Substituting (18) and (20) into (14), and by using the separation principle [12], we get

$$\mu(\delta^2 e_{a,v}^2 + 2\delta\delta e_{a,v}^2)E \left[ ||\mathbf{u}_i||^2_2 e_{a,v}^2 \right] - (\delta^2 + 15\delta^2 e_{a,v}^2 + 12\delta\delta e_{a,v}^2)E \left[ ||\mathbf{u}_i||^2_2 \right] E[e_{a,v}]. \right.$$  

(19)

Ultimately, the expression for the steady-state MSE $\varphi = \mu E \left[ e_{a,v}^2 \right]$ of the SRLMMN algorithm can be shown to be

$$\varphi = \frac{\mu(\delta^2 e_{a,v}^2 + 3\delta\delta e_{a,v}^2 + 2\delta\delta e_{a,v}^2)}{2(\delta + 3\delta e_{a,v}^2) + \mu(\delta^2 + 15\delta^2 e_{a,v}^2 + 12\delta\delta e_{a,v}^2) \sqrt{\frac{2}{\pi \sigma_u^2}} \text{Tr}(\mathbf{R})}.$$  

(20)

We can obtain the expressions for the steady-state MSE of the SRLMF and SRLMS algorithms from (22) by setting $\delta$ equal to 0 and 1, respectively, as shown below:

$$\varphi_{\text{SRLMF}} = \frac{\mu e_{a,v}^2}{6\sigma_u^2 - 15\mu e_{a,v}^2 + \sqrt{\frac{2}{\pi \sigma_u^2}} \text{Tr}(\mathbf{R})} + \sigma_u^2,$$  

(21)

$$\varphi_{\text{SRLMS}} = \frac{\mu e_{a,v}^2}{2 - \mu} \sqrt{\frac{2}{\pi \sigma_u^2}} \text{Tr}(\mathbf{R}) + \sigma_u^2.$$  

(22)
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Note that the expression for the steady-state MSE of the SRLMF algorithm in (23) is the same as that obtained by us in [10]. Similarly, here Equation (22) can also be rewritten in the following equivalent form:

\[ \varphi = \delta \varphi_{\text{SRLMS}} + (1 - \delta)\varphi_{\text{SRLMF}}. \]  

(25)

5. TRACKING ANALYSIS

To carry out the tracking analysis of the SRLMMN algorithm we shall assume that the data \( \{d_i, u_i\} \) satisfy the assumptions of the nonstationary data model mentioned in [11].

For the adaptive filter of the form in (3), and for any data \( \{d_i, u_i\} \), assuming filter operation in steady-state, the following variance relation holds [9]:

\[ \mu E \left[ \|u_i \|^2 E^2 \|e_i\| \right] + \mu^{-1} \text{Tr}(Q) = 2E [e_i g_e(e_i)], \]

as \( i \to \infty \).  

(26)

Tracking results can be obtained by inspection from the steady-state results in Section 4 as there are only minor differences. Therefore, by substituting (18) and (20) into (26) the expression for the tracking MSE \( \varphi' \) of the SRLMMN algorithm can be shown to be

\[ \varphi' = \frac{\mu(\delta^2 \sigma_v^2 + 2 \delta \sigma_v^3 + 2 \delta \sigma_v^4) \sqrt{\frac{2}{\pi \sigma^2}} \text{Tr}(R) + \mu^{-1} \text{Tr}(Q)}{2(\delta + 3 \delta^2 \sigma_v^2) - \mu(\delta^2 + 15 \delta \sigma_v^2 + 12 \delta^2 \sigma_v^2) \sqrt{\frac{2}{\pi \sigma^2}} \text{Tr}(R)} + \sigma_v^2. \]

(27)

We can obtain the expressions for the tracking MSE of the SRLMF and SRLMS algorithms from (27) by setting \( \delta \) equal to 0 and 1, respectively, as shown below:

\[ \varphi'_{\text{SRLMF}} = \frac{\mu \sigma_v^6 \sqrt{\frac{2}{\pi \sigma^2}} \text{Tr}(R) + \mu^{-1} \text{Tr}(Q)}{6 \sigma_v^2 - 15 \mu \sigma_v^2 \sqrt{\frac{2}{\pi \sigma^2}} \text{Tr}(R)} + \sigma_v^2, \]

(28)

\[ \varphi'_{\text{SRLMS}} = \frac{\mu \sigma_v^2 \sqrt{\frac{2}{\pi \sigma^2}} \text{Tr}(R) + \mu^{-1} \text{Tr}(Q)}{2 - \mu \sqrt{\frac{2}{\pi \sigma^2}} \text{Tr}(R)} + \sigma_v^2, \]

(29)

where \( Q = E[q_i q_i^T] \) is the autocorrelation matrix of the sequence \( q_i \) in the random walk model as described in the next section. Note that the expression for the tracking MSE of the SRLMF algorithm in (28) is the same as that obtained by us in [10]. Similarly, here Equation (27) can also be rewritten in the following equivalent form:

\[ \varphi' = \delta \varphi'_{\text{SRLMS}} + (1 - \delta)\varphi'_{\text{SRLMF}}. \]

(30)

6. SIMULATION RESULTS

In all the simulations, the problem of identification of an unknown system is considered with filter tap-length of \( M = 10 \). The tap-weight vector of the unknown system is considered to be stationary for both convergence and steady-state MSE of the SRLMMN algorithm and nonstationary for tracking MSE of the SRLMMN algorithm. The amount of nonstationarity added to the tap-weight vector is according to a random walk model, as described later in this section. The signal-to-noise ratio (SNR) is fixed at 30 dB (Figures 1–4), 20 dB (Figures 5–8), and 10 dB (Figures 9–10). The mixing parameter is fixed at 0.5 for Figures 1, 5, and 9. The step-size is fixed at 0.005 for Figure 2 and 0.01 for Figure 6. We have considered additive white Gaussian noise (AWGN) environment for Figures 1–8 and uniform noise environment for Figures 9–10.

![Fig. 1. Steady-state behavior of the SRLMMN algorithm versus \( \mu \) for fixed \( \delta (\delta = 0.5) \).](image1)

![Fig. 2. Steady-state behavior of the SRLMMN algorithm versus \( \delta \) for fixed \( \mu (\mu = 0.005) \).](image2)
Fig. 3. Steady-state behavior of the SRLMMN algorithm versus $\mu$ for varying $\delta$ ($\delta$ varying from 0 to 1).

Fig. 4. Steady-state behavior of the SRLMMN algorithm versus $\delta$ for varying $\mu$ ($\mu$ varying from $10^{-4}$ to $10^{-2}$).

Fig. 5. Tracking behavior of the SRLMMN algorithm versus $\mu$ for fixed $\delta$ ($\delta = 0.5$).

Fig. 6. Tracking behavior of the SRLMMN algorithm versus $\delta$ for fixed $\mu$ ($\mu = 0.01$).

Figures 1 and 5, respectively. In the second case, steady-state/tracking MSE of the SRLMMN algorithm is plotted against the mixing parameter for a fixed value of the step-size, as shown in Figures 2 and 6, respectively. In the third case, steady-state/tracking MSE of the SRLMMN algorithm is plotted against the step-size for varying values of the mixing parameter, as shown in Figures 3 and 7, respectively. Finally, in the fourth case, steady-state/tracking MSE of the SRLMMN algorithm is plotted against the mixing parameter for varying values of the step-size, as shown in Figures 4 and 8, respectively. In all these cases, an excellent match is observed between the theoretical and simulated results, as shown in Figures 1–8.

Moreover, in order to study the convergence aspects of the SRLMMN algorithm some results are presented in Figures 9–10. Figure 9 compares the convergence rate of the LMMN and SRLMMN algorithms. We can observe from Figure 9 that the learning curves of both the algorithms are almost identical. Finally, Figure 10 compares the convergence rate of the SRLMMN algorithm for various values of $\delta$. Notice in Figure 10 that, the SRLMMN algorithm reduces to SRLMF and SRLMS algorithms when $\delta = 0$ and $\delta = 1$, respectively.

7. CONCLUSIONS

A new variant of the LMMN algorithm called the SRLMMN algorithm has been introduced and analyzed in this paper. It has been shown that the SRLMMN algorithm can achieve similar performance with respect to its adaptive counterpart but with reduced complexity. Furthermore, an excellent agreement is observed between the simulation and analytical results. Thus, a combination of the SRLMS and SRLMF algorithms has resulted in a hybrid algorithm, which is robust to variations in the channel statistics.
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Fig. 7. Tracking behavior of the SRLMMN algorithm versus $\mu$ for varying $\delta$ ($\delta$ varying from 0 to 1).

Fig. 8. Tracking behavior of the SRLMMN algorithm versus $\delta$ for varying $\mu$ ($\mu$ varying from $10^{-3}$ to $10^{-1}$).


