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Abstract—This paper presents an algorithm for signal subspace separation in the context of multidimensional data. The proposal is an extension of the randomized Singular Value Decomposition (SVD) for higher-order tensors. From a set derived from random sampling, we construct an orthogonal basis associated with the range of each mode-space of the input data tensor. Multilinear projection of the input data onto each mode-space then transforms the data to a low-dimensional representation. Finally, we compute the Higher-Order Singular Value Decomposition (HOSVD) of the reduced tensor. Furthermore, we propose an algorithm for computing the randomized HOSVD based on the row-extraction technique. The results reveal a relevant improvement from the standpoint of computational complexity.

Index Terms—higher-order singular value decomposition, randomized algorithm, signal subspace method, tensor decomposition, dimension reduction, row-extraction technique.

I. INTRODUCTION

Matrix factorizations decompose a matrix into two or more matrix factors. In general, the decompositions can be used to store (or to process) all data in an inexpensive way regarding memory and computational cost, as well as to discover certain latent features underlying the data and also when part of it is missing or inaccurate.

Generally speaking, decompositions are distinguished by additional constraints on the factors and a particular factorization could be more appropriate depending upon the problem to be solved. The best computational method for computing factorizations depends on several factors, such as matrix properties, availability of memory, acceptable accuracy, and robustness. In many applications, one looks for an approximation to the input data in fewer degrees of freedom to reduce the resulting computational complexity.

Randomized sampling techniques can be used to construct a low-rank approximation to a given matrix [1]–[4]. In general, these methods construct a low-dimensional subspace that approximates the range of the matrix and then computes a factorization of the reduced matrix via variations of classical deterministic methods.

Halko et al. [4] propose a dimensionality-reduction technique based on a randomized low-rank factorization. The idea is to sample randomly the matrix aiming at identifying a subspace that approximates the range of an input data in which most of the information is captured. In the sequence, the matrix is projected to the approximate range before computing the Singular Value Decomposition (SVD) of the reduced matrix.

An attractive advantage of their algorithm is the robustness and accuracy attained with a low computational complexity cost. For an $m \times n$ input matrix with $k$ dominant components of the SVD, their method requires $O(mn \log(k) + (m + n)k^2)$ floating-point operations (flops) in contrast with $O(mnk)$ for classical algorithms. The asymptotic algorithmic complexity reduction is achieved by employing a structured random matrix to provide an orthogonal basis for the range of the input matrix and by computing the SVD via row-extraction technique [4].

The use of a matrix approach for applications in which data structure representation naturally fits more than two domains could be inappropriate, especially when the computational load is affected by multiple iterations. Furthermore, the inherent conditions of the classical bidimensional analysis are more restrictive than those of the multidimensional analysis [5], [6].

A multilinear generalization of the SVD called the Higher-Order Singular Value Decomposition (HOSVD) was introduced by Lathauwer [7]. Although this decomposition is a particular case of the Tucker model [8], the HOSVD is analogously defined as the matrix SVD, regarding singular vectors and values, and has some properties similar to those of the standard SVD [7], [9].

For the matrix approach, the SVD is a factorization of the form $X = USV^H$, where $S$ is a pseudo-diagonal matrix. In the higher-order case, the core matrix $S$ is replaced by the core tensor $S$, which is in general a full tensor with a weaker condition than being pseudo-diagonal (i.e. $s_{i_1,i_2,...,i_N} \neq 0$ only if $i_1 = i_2 = \ldots = i_N$). As a consequence, the HOSVD does not allow the direct interpretation of tensor rank concerning the minimum number of rank-one tensors sufficient to decompose a tensor. Analogously to the matrix approach, the HOSVD can be applied to decompose input data into orthogonal subspaces, as firstly proposed in [10].

Although the usual definition of tensor rank [11] is a generalization of the definition of matrix rank, determining the tensor rank is not easy and can only be achieved in some special cases [12]–[14]. The problem of determining the best approximation of the rank of a given higher-order tensor has been extensively investigated [9], [15]–[19], being useful as a tool for dimensionality reduction, data compression, and signal subspace estimation. A good rank approximation can be obtained by restricting the rank of matrix unfoldings, called the multilinear rank of a tensor. Nonetheless, this approach leads to a suboptimal solution in general, contrarily to the matrix case [9], [15].

The present article is motivated by applications involving high-dimensional data and proposes a method for computing a lower dimensionality representation of the input data tensor.
as a pre-processing step to estimate the signal subspace. It also leads to an improvement of the computation complexity. In fact, our method can be viewed as an extension of the randomized SVD to higher-order tensors. Based on the row-extraction technique employed in [4] for computing the SVD at lower computational cost, we also propose an extension of this method for computing the randomized HOSVD.

In this sense, the focus is not to determine the best approximation of a given multilinear rank to \( X \), neither to investigate a new technique for truncating the HOSVD, since there are several alternative strategies for truncating the HOSVD as higher-order orthogonal iteration (HOOI) [15], sequentially truncated HOSVD (ST-HOSVD) [19], and optimization-based on the trust-region and on the conjugate gradients methods [16], [18].

The paper is organized as follows. First, we provide a brief overview of some basic definitions and also an introduction to HOSVD, which will be useful throughout this paper. In Section III, we present the randomized method for higher-order subspace separation. A performance analysis of the proposed methods is carried out in Section IV. Finally, Section V draws some conclusions and perspectives for future works.

II. DEFINITIONS

In this paper, \( N \)-th order tensors (for \( N \geq 3 \)), matrices (second-order tensors), vectors (first-order tensors), and scalars (zero-order tensors) are denoted by calligraphic letters \( \mathcal{A}, \mathcal{B}, \ldots \), boldface upper-case \( (\mathbf{A}, \mathbf{B}, \ldots) \), boldface lower-case \( (a, b, \ldots) \), and lower-case \( (a, b, \ldots) \), respectively. \( \mathbf{A}^\top \), \( \mathbf{A}^\dagger \), and \( \mathbf{A}^* \) stand for transpose, Hermitian transpose, and complex conjugate of \( \mathbf{A} \), respectively. The selection vector \( \mathbf{e}_l \triangleq [0 \cdots 0 \ 1 \ 0 \cdots 0]^\top \in \mathbb{R}^L \), \( l \in \{1, \ldots, L\} \), is defined as an unit vector with 1 in the \( l \)-th row and zeros elsewhere. The Kronecker and Khatri-Rao products are denoted by \( \otimes \) and \( \circ \) respectively.

Definition 1. The \( n \)-mode product of a tensor \( \mathcal{A} \in \mathbb{C}^{I_1 \times \cdots \times I_n} \) and a matrix \( \mathbf{U} \in \mathbb{C}^{I_n \times I} \) is an \( (I_1 \times \cdots \times I_{n-1} \times I_n) \)-tensor given by

\[
[A \times N U]_{i_1, \ldots, i_{n-1}, j, i_{n+1}, \ldots, i_N} \triangleq \sum_{i_n=1}^{I_n} a_{i_1, \ldots, i_{n-1}, i_n, i_{n+1}, \ldots, i_N} u_{j, i_n},
\]

for all index values.

Definition 2. The \( n \)-mode product of a tensor \( \mathcal{A} \in \mathbb{C}^{I_1 \times \cdots \times I_n} \) and a vector \( \mathbf{u} \in \mathbb{C}^{I_n} \) is an \( (I_1 \times \cdots \times I_{n-1} \times I_{n+1} \times \cdots \times I_N) \)-tensor given by

\[
[A \times N u]_{i_1, \ldots, i_{n-1}, i_{n+1}, \ldots, i_N} \triangleq \sum_{i_n=1}^{I_n} a_{i_1, \ldots, i_{n-1}, i_n, i_{n+1}, \ldots, i_N} u_{i_n},
\]

for all index values.

Definition 3. (Tensor rank). Any \( N \)-th order tensor \( \mathcal{X} \in \mathbb{C}^{I_1 \times I_2 \times \cdots \times I_N} \) can be written as a sum of \( R \) rank-one tensors, i.e.

\[
\mathcal{X} = \sum_{r=1}^{R} \lambda_r \mathbf{a}_r^{(1)} \circ \mathbf{a}_r^{(2)} \circ \cdots \circ \mathbf{a}_r^{(N)},
\]

where \( R \triangleq \text{rank}(\mathcal{X}) \) is the minimum number that satisfies (1).

The decomposition of a tensor \( \mathcal{X} \) in the form of (1) is referred to as the Canonical Decomposition (CANDDECOMP) [20] or Parallel Factors (PARAFAC) [21] model. This definition is a generalization of a minimum sum of rank one matrices to higher-order tensors.

The Higher-Order Singular Value Decomposition (HOSVD) of an \( N \)-th order tensor decomposes multilinear data into \( N \) orthogonal bases, each associated with a mode (or dimension) of the tensor. Calculating the HOSVD consists of the computation of \( N \) SVDs of different matrices constructed from the elements of the \( N \)-th order tensor (or matrix unfoldings).

The HOSVD of an \( N \)-th order tensor \( \mathcal{X} \in \mathbb{C}^{I_1 \times I_2 \times \cdots \times I_N} \) will be written as the product

\[
\mathcal{X} = S \times_1 \mathbf{U}^{(1)} \times_2 \mathbf{U}^{(2)} \cdots \times_N \mathbf{U}^{(N)}.
\]

III. A NEW STRATEGY FOR HOSVD

In this section, we derive two different methods for performing HOSVD by employing the randomized SVD [4].

By definition, the matrix unfoldings of an \( N \)-th order tensor, \( X^{(n)} \) for \( n \in \{1, \ldots, N\} \), are, in general, rectangular matrices with size \( (I_n \times I_1 \times I_{n-1} I_{n+1} \cdots I_N) \) for \( n \in \{1, \ldots, N\} \), since \( I_n \) tends to be smaller than \( I_1 \cdots I_{n-1} I_{n+1} \cdots I_N \) for any \( n \).

According to the randomized SVD procedure [4], a randomized matrix \( W^{(n)} \in \mathbb{C}^{I_n \times K_n} \) can be employed to obtain a series of vectors that span the range of the unfolded matrix \( X^{(n)} \). Then, we can use the QR decomposition of these vectors to obtain an orthonormal basis \( Q^{(n)} \) for the range of \( X^{(n)} \), i.e.,

\[
Y^{(n)} = X^{(n)\top} W^{(n)} = \sqrt{n} \mathbf{R}^{(n)} W^{(n)} = Q^{(n)} \mathbf{Q}^{(n)} W^{(n)} = X^{(n)} Q^{(n)},
\]

where \( p \) denotes an oversampling parameter, typically set to 5-10 [4]. This parameter is used to ensure that the columns of \( Y^{(n)} \) actually cover the entire range of each matrix unfolding.

In the second stage of the randomized SVD, we compute the SVD on the reduced matrix \( B^{(n)} \in \mathbb{C}^{I_n \times K_n+p} \) given by

\[
B^{(n)} = X^{(n)} Q^{(n)}.
\]

Note that \( B^{(n)} \) is much smaller than \( X^{(n)} \), so this decomposition can be obtained with low complexity.

Given the SVD of \( B^{(n)} \), i.e., \( \mathbf{B}^{(n)} = \mathbf{U}^{(n)} \Sigma^{(n)} \mathbf{V}^{(n)} \), and the approximation \( \mathbf{X}^{(n)} = \mathbf{Q}^{(n)} \Sigma^{(n)} \mathbf{V}^{(n)} \), the SVD of each matrix unfolding \( X^{(n)} \) can be directly computed as follows

\[
X^{(n)} = U^{(n)} \Sigma^{(n)} V^{(n)}
\]

with \( \tilde{V}^{(n)} \triangleq Q^{(n)} V^{(n)} \in \mathbb{C}^{I_1 \times I_2 \times I_1 \times I_{n-1} I_{n+1} \cdots I_N \times K_n+p} \).

A. Generalization of the randomized SVD to higher-order tensors

The main feature of the randomized SVD is that it transforms a matrix \( X^{(n)} \) into a smaller matrix \( B^{(n)} \), and then computes the simpler SVD of \( B^{(n)} \). The transformation is carried out using an orthonormal basis of the range space of \( X^{(n)} \), so that obtaining the SVD of \( X^{(n)} \) from the SVD of \( B^{(n)} \) is straightforward. In this section, we extend this idea to a higher-order tensor \( \mathcal{X} \).

For the sake of simplicity, we restrict the analysis to the simplest case of higher-order tensors, i.e. for \( N = 3 \). Let the
random vectors \( \{ w^{(n)}_1, \ldots, w^{(n)}_{K_n} \} \) associated with each \( n \)-th mode form a linearly independent set, such that
\[
\begin{align*}
y^{(1)}_k &= \mathcal{A} \times_k w^{(2)}_k \times_3 w^{(3)}_k \in \mathbb{C}^{I_1}, \\
y^{(2)}_k &= \mathcal{A} \times_1 w^{(1)}_k \times_3 w^{(3)}_k \in \mathbb{C}^{I_2}, \\
y^{(3)}_k &= \mathcal{A} \times_1 w^{(1)}_k \times_2 w^{(2)}_k \in \mathbb{C}^{I_3},
\end{align*}
\]
for \( k \in \{ 1, \ldots, K_n \} \) and \( n \in \{ 1, 2, 3 \} \). Each expression in (6) is as a linear mapping from \( \mathbb{C}^{I_1 \times I_2 \times I_3} \) to \( \mathbb{C}^{I_1}, \mathbb{C}^{I_2}, \) and \( \mathbb{C}^{I_3} \), respectively.

From (1), one can show that
\[
\begin{align*}
y^{(1)}_k &= \sum_{r=1}^{R} \gamma^{(1)}_{r,k} a^{(1)}_r, \\
y^{(2)}_k &= \sum_{r=1}^{R} \gamma^{(2)}_{r,k} a^{(2)}_r, \\
y^{(3)}_k &= \sum_{r=1}^{R} \gamma^{(3)}_{r,k} a^{(3)}_r,
\end{align*}
\]
with
\[
\gamma^{(i)}_{r,k} = \lambda_r \prod_{m=1}^{N} (a^{(m)}_r)^T w^{(m)}_k,
\]
for \( i, r, k \in \{ 1, \ldots, K_n \} \), and \( n \in \{ 1, 2, 3 \} \), for an \( N \)-th order tensor \( \mathcal{A} \).

Taking into account the vectors given in (8), for each mode \( n \), we can construct a sample matrices with \( K_n \) column vectors \( \{ y^{(1)}_k, \ldots, y^{(K_n)}_k \} \) as
\[
\begin{pmatrix}
y^{(1)}_k \\
y^{(2)}_k \\
y^{(3)}_k
\end{pmatrix} \in \mathbb{C}^{I_n \times K_n},
\]
where \( K_n \) is the rank of \( X^{(n)} \). It is possible to show that
\[
Y^{(n)} = X^{(n)} \Omega^{(n)},
\]
with
\[
\begin{align*}
\Omega^{(n)} &= \sum_{m=1}^{N} W^{(m,n)} \in \mathbb{C}^{I_1 \times \ldots \times I_{n-1} \times I_{n+1} \times \ldots \times I_N \times K_n}, \\
W^{(m,n)} &= \begin{bmatrix} w^{(m)}_1 & \ldots & w^{(m)}_{K_n} \end{bmatrix} \in \mathbb{C}^{I_m \times K_n}.
\end{align*}
\]
An orthonormal basis \( Q^{(n)} \in \mathbb{C}^{I_n \times K_n} \) for the range of each \( n \)-th mode vector space of \( \mathcal{A} \) can be computed from the QR factorization of each \( Y^{(n)} \), which yields
\[
Y^{(n)} = Q^{(n)} R^{(n)},
\]
for \( n \in \{ 1, \ldots, N \} \).

From \( N \) orthonormal bases \( \{ Q^{(1)}, \ldots, Q^{(N)} \} \), and since \( K_n \leq I_n \), a reduced tensor \( B \in \mathbb{C}^{K_1 \times K_2 \times \ldots \times K_N} \) can be computed by the following product
\[
B = \mathcal{A} \times_1 Q^{(1)} H^{(1)} \times_2 Q^{(2)} H^{(2)} \times \ldots \times N Q^{(N)} H^{(N)}.
\]
Algorithm 1: Randomized HOSVD - SVD via row-extraction.

1. Draw a SRFT matrix $\Omega^{(n)}$ according to (21), $\forall n \in \{1, \ldots, N\}$.
2. Compute $Y^{(n)} = X^{(n)} \Omega^{(n)}$, $\forall n \in \{1, \ldots, N\}$.
3. Compute an orthonormal basis $Y^{(n)} = Q^{(n)} R^{(n)}$, $\forall n \in \{1, \ldots, N\}$.
4. Initialize $\tilde{B}^{(1)} = X^{(1)}$.
5. Compute an ID $Q^{(n)} = \Lambda^{(n)} Q^{(n)}(\gamma, \cdot)$, with $\gamma = [i_1, \ldots, i_{K_n + p}]$.
6. Extract a reduced tensor $B = \tilde{B} \times_N Q^{(n)}$.
7. Form the product $Z^{(n)} = \Lambda^{(n)} \tilde{R}^{(n)} H^{(n)}$.
8. Compute an SVD $Z^{(n)} = \tilde{U}^{(n)} \Sigma^{(n)}(\gamma, \cdot) V^{(n)} H^n$.
9. Compute an orthonormal basis $\tilde{B}^{(n)}(\gamma, \cdot) = \tilde{R}^{(n)} H^{(n)}$.
10. Update $\tilde{B} \leftarrow B$.
11. Repeat step 5 to 10 for $n = 1, \ldots, N$.

$C_{\text{randomized HOSVD}} = C_{\text{randomized HOSVD}}$ for computing the singular vectors associated with each $n$ mode.

### Table I

<table>
<thead>
<tr>
<th>Method</th>
<th>Computational complexity (flops)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard HOSVD</td>
<td>$\mathcal{O}(n K_n \prod_{n=1}^N I_m)$</td>
</tr>
<tr>
<td>HOSVD-RandSVD</td>
<td>$\mathcal{O}(C_n^{(1)} + C_n^{(2)} + K_n I_m \prod_{m=1}^N I_m)$</td>
</tr>
<tr>
<td>Randomized HOSVD$^1$</td>
<td>$\mathcal{O}(C_n^{(1)} + C_n^{(2)} + K_n \prod_{m=1}^N I_m)$</td>
</tr>
<tr>
<td>Randomized HOSVD$^2$</td>
<td>$\mathcal{O}(C_n^{(1)} + C_n^{(2)} + K_n \prod_{m=1}^N I_m)$</td>
</tr>
</tbody>
</table>

$^1$ By computing direct HOSVD.
$^2$ By employing an extension of the row-extraction technique proposed in [4].

$C_n^{(1)} \equiv \log(K_n) \prod_{m=1}^N I_m + K_n I_n$. $C_n^{(2)} \equiv \prod_{m=1}^N K_n I_m$.

### C. Higher-order subspace method

According to the higher-order subspace method, it is possible to decompose given input data $X$ into the sum of a signal and noise subspace as $X = \mathcal{X}_{\text{signal}}^0 + \mathcal{X}_{\text{noise}}^0$.

The signal subspace $\mathcal{X}_{\text{signal}}^0$ can be constructed using the $L_n$ singular vectors of $U^{(n)}$ associated with the $L_n$-th largest singular values of each $n$-th mode, i.e.

$$\mathcal{X}_{\text{signal}}^0 = \mathcal{X} \times_1 P^{(1)} \times_2 \ldots \times_N P^{(N)},$$

where $P^{(n)} \defeq \tilde{U}^{(n)} \tilde{U}^{(n)H}$, for $n \in \{1, \ldots, N\}$, are orthogonal projectors along each $n$-th mode and $\tilde{U}^{(n)} \defeq [u_1^{(n)} \ldots u_{L_n}^{(n)}]$ are matrices containing the first $L_n$ singular vectors.

When the singular values associated with each $n$-th matrix unfolding decay slowly, the smallest singular values can interfere with the approximation, leading to an approximation of poor quality. A known way to reduce this interference is by taking power $q$ of the matrix to be analyzed, i.e., $X^{(n)}$. [4]

### IV. Simulation Results

In this section, we compare the standard HOSVD, the HOSVD by computing the randomized SVD via row-extraction and the proposed randomized HOSVD.

For classical algorithms, the SVD of each unfolded matrix $X^{(n)}$ requires approximately $\mathcal{O}(I_1 \ldots I_N K_n)$ in contrast with $\mathcal{O}(I_1 \ldots I_N \log(K_n) + I_n + \sum_{m=1}^N I_N K_m^2)$ flops for the HOSVD computed by the randomized SVDs, referred to as HOSVD-RandSVD. The cost of randomized SVD is reduced thanks to the use of a structured random matrix instead of a general dense matrix $W^{(n)}$ and the SVD computed via row-extraction [4].

Similarly, the use of a structured random matrix, as proposed in (21), allows us to employ a fast method for computing the product $X^{(n)} \Omega^{(n)}$ and for obtaining an orthonormal basis $B^{(n)}$. We propose two ways to compute the randomized HOSVD: by computing direct HOSVD of the reduced tensor $B$, and by employing an extension of the row-extraction technique proposed in [4]. The last proposed algorithm is described in Algorithm 1. Table I shows the computational complexity for computing the singular vectors associated with each $n$ mode.

In Figure 1 we give some examples of the impact of design parameters by fixing $K_1 = K_2 = K_3$ and $I_1 = I_2 = I_3$ on the complexity. Thus, the HOSVD by computing the randomized SVD and standard HOSVD provide the lowest and highest complexity, respectively. For these design parameters, we do not observe a vast difference between the randomized HOSVD computed via direct HOSVD and row-extraction.

To evaluate the proposed methods, we consider a $100 \times 100 \times 100$ random tensor $X$ with $R = 10$, generated by using (3) and corrupted by different levels of noise. The performances associated with the proposed methods are evaluated making use of 50 Monte Carlo simulations. The normalized mean squared error (NMSE), in dB, is regarded in signal

![Fig. 1. Computational complexity for an $(I_1 \times I_2 \times I_3)$-tensor.](image-url)
subspace estimation. From Figure 2, it can be noticed that both randomized HOSVD algorithms, referred to as RandHOSVD, tend to present closer performances. The HOSVD by computing randomized SVDs, referred to as HOSVD-RandSVD, provides better performance than the randomized HOSVD algorithms. However, the randomized HOSVD algorithms can improve the approximation by increasing $q$ near to the standard HOSVD. As expected, the standard HOSVD estimates better the signal subspace, but at the cost of higher computational complexity.

V. CONCLUSION

In this paper, we have proposed a method for improving dimensionality reduction before computing the HOSVD, motivated by applications involving high-dimensional data in which only a few sources have significant contributions. It is a generalization of the randomized SVD for higher-order tensors. We present two different ways to employ the randomized HOSVD and compare with the standard HOSVD and HOSVD by computing the randomized SVDs concerning the NMSE of signal subspace estimation and computation complexity taking the most onerous operations.

The greatest advantage of all proposed methods is to provide lower dimensionality representation and computational complexity. The randomized HOSVD algorithms provide an interesting tradeoff between the NMSE performance and computational complexity. The randomized HOSVD method can even be improved by conveniently adjusting the structured random matrices. It can also be jointly employed with a better truncation strategy for computing the HOSVD for the purpose of reducing the number of required operations and of improving the estimation error. Furthermore, our method can be applied in a pre-processing step for dimensionality reduction, which can lead to an improvement of the existing adaptive methods for low-rank approximations.
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