Abstract—Due to the low level of the received power and to the known signal structure, Global Navigation Satellite Systems (GNSS) civil signals might be vulnerable to different sources of interference. Among them, the spoofing attacks are considered ones of the most deceptive, since their scope is controlling the output of the victim receiver.

This paper presents a set of live experiments that validate the performance of a spoofing detection method, based on the Chi-square Goodness of Fit (GoF) test and applied post-correlation. Results are promising and show the GoF test capability to successfully warn the user in case of a spoofing attack.

I. INTRODUCTION

The key element of any Global Navigation Satellite System (GNSS) receiver is the fine estimation of the satellite-to-receiver signal delay, a parameter that is strictly related to pseudorange measurement, and consequently to the position information estimation. The code delay estimation is generally implemented at the tracking stage, by the Delay Lock Loop (DLL), whose main task is aligning the local code replicas to the code sequences received from the satellites [1]. The DLL uses a set of correlators, in order to estimate the code delay error and correct the previous estimate, maintaining the signal tracked. In general the correlator output can be affected and distorted by several factors, some of them due to the surrounding environment, as the presence of multipath or interfering signals.

The general term of interference refers to any electromagnetic source able to interact with the GNSS signals [2]. More specifically, jamming is the deliberate in-band emission of unstructured signals to disrupt the system operations, while the term spoofing refers to the transmission of GNSS-like signals, with the intent to produce false information in the victim receiver. For this reason spoofing may be deceptive and sinister.

Currently, GNSS systems are used in an extremely wide set of different applications and some of them have strong requirements not only in terms of accuracy, but also in those of reliability. For this reason, many common and emerging applications might need GNSS receivers featuring detection capabilities for interference and spoofing attacks.

As detailed in [3], Signal Quality Monitoring (SQM) techniques, previously employed to monitor the correlation peak quality in multipath environment, have been extended to detect spoofing attacks on GNSS receivers [4], [5]. In fact, the presence of spoofing signals can affect the correlators output in a way similar to that of multipath components. Different types of spoofing detection algorithms, based on the monitoring of the signal correlation shape, have been presented in recent literature. This paper deals with a method based on a statistical testing, namely the Chi-square Goodness of Fit (GoF) test, able to take the decision about possible correlation distortions from the nominal conditions.

GoF tests have been already proposed for GNSS SQM in the literature, either directly applied on the receiver signal (i.e., on the signal samples at the output of the Analog-to-Digital Converter, ADC) [6]–[8], or on the single receiver channel (i.e., on the correlators outputs) [9], [10]. In this latter case, the receiver is able to raise a warning, taking into account the actual effect of the distortion source after the despreading process. In this paper we present the results of a set of live experiments in which the Chi-square GoF test is applied at the correlators output of a real-time software receiver with the purpose of detecting the presence of a spoofing attack.

After this Introduction, section II describes the mathematical model of the signal along the receiving chain up to the correlators outputs. The Chi-square GoF test is introduced in section III and its use as spoofing detector is discussed. Section IV describes the tests cases, while section V presents the results of the signal processing. The conclusions of the work are summarized in section VI.

II. SIGNAL MODEL

In a GNSS receiver, signal correlation is the fundamental operation to control the alignment of the local signal replicas with the received satellite signals. Such correlation is implemented as the multiplication of the received signal, down-converted to an intermediate frequency (IF), with a local replica of the IF carrier and of the spreading code sequence, both aligned in frequency and phase with the incoming code sequence. The mixed signal is then integrated along fixed time intervals (integration time, $T$) to produce the observable metrics necessary to iteratively adjust the alignment of the local signals (integrate and dump, I&D). The result of this I&D operation for each receiver channel can be written as

$$y_c(iT; \Delta \tau) = \sqrt{2P_A} D(iT - \tau) R_c(\Delta \tau) \cos(2\pi f_d iT + \varphi) + w_c(iT)$$

where $\sqrt{2P_A}$ is an amplitude factor related to the power of the received signal, $D(t)$ is the navigation message, $R_c(\tau)$ is the cross-correlation function of the local code sequence with
The method consists in identifying a finite number of correlated replicas (multipath, or even induced fake signals) and limited front-end bandwidth. $\Delta t$ is the current code delay estimation error, $d_f$ is the current carrier estimation error and $w_r(t)$ is the additive noise component, which also includes the residual code cross-correlation from other GNSS signals. Noise samples $w_r(iT)$ are uncorrelated in time and Gaussian.

The DDL typically works by comparing the value of two I&D samples, taken at the same time instant $iT$ but misaligned of a fraction of chip duration, $d_s/2$, with respect to the current code delay estimate: a so-called ‘Early replica’ $y^{(E)}_c(iT) = y_c(iT; \Delta t + d_s/2)$ and a ‘Late replica’ $y^{(L)}_c(iT) = y_c(iT; \Delta t - d_s/2)$. For $d_s > 0.2$ chips, the rounding-off effect of the front-end filter is typically negligible on $R_c(\Delta t \pm d_s/2)$, while for $d_s > 1$ the noise samples $w_r(iT; +d_s/2)$ and $w_r(iT; -d_s/2)$ are uncorrelated. Thus, in case of perfect alignment of the local signal and $d_s > 1$,

$$y^{(E)}_c(iT)=\sqrt{2}P_AD_iR_c(+d_s/2) + w_r(iT; d_s/2) \quad (2)$$

$$y^{(L)}_c(iT)=\sqrt{2}P_AD_iR_c(-d_s/2) + w_r(iT; -d_s/2) \quad (3)$$

where $D_i = D(iT)$ and the noise components are independent zero-mean Gaussian samples with variance $\sigma_n^2$. In the absence of signal distortions, $R_c(\tau) = R_c(\tau) = R_c(-\tau)$ is the theoretical code auto-correlation function symmetric with respect to $\tau = 0$. As a consequence, the difference $Y_1 = y^{(E)}_c(iT) - y^{(L)}_c(iT)$ is a zero-mean random variable Gaussianly distributed with variance $\sigma_Y^2 = 2\sigma_n^2$. More in general, if a slightly delayed replica of the true satellite signal impinges the receiver antenna because of a signal reflection or a counterfeit signal, then

$$R_c(\tau) = R_c(\tau) + aR_c(\tau - \theta) \quad (4)$$

where $a$ is the amplitude coefficient of the signal replica with respect to the true one and $\theta$ is the relative delay.

Although the case $d_s < 1$ is typically preferred for code delay tracking for its anti-multipath performance [1], the case $d_s > 1$ produces the independent observables where an hypothesis test can be built, to assess the possible presence of a signal distortion on the autocorrelation function.

In our implementation, two pairs of Early and Late code replicas have been employed. The former $(E - L)$, spaced of $d_s < 1$ has been used for the signal tracking loop, and the latter $(E+L)/2$, spaced of $d_s > 1$, for the hypothesis testing, as detailed in the following section.

### III. HYPOTHESIS TEST

Since we expect that, in the absence of signal distortion, the metric $Y_1$ defined above is Gaussian with zero mean and variance $\sigma_Y^2$, the collection of a certain number $n$ of observables $Y_i, \forall i = s, s + 1, \ldots, s + n - 1$ can be used to test the nature of the distribution of $Y_i$ using a Chi-square GoF test. It is well known that such test allows verifying whether the distribution of the observations $\mathbf{Y} = \{Y_i\}_{i=s}^{s+n-1}$ is consistent with an hypothesized distribution or not [11], [12]. The method consists in identifying a finite number $k$ of categories, or bins, in which the nominal distribution of the random variable $Y_i$ can be sampled, then counting the number of observed occurrences in $\mathbf{Y}$ for each category. Denoting with $O_r$ the observed number of samples in $\mathbf{Y}$ belonging to the $r$-th category (for each $r = 1, 2, \ldots, k$), and with $E_r$ the expected number of cases given $n$ and the nominal distribution, the Chi-square test statistic is computed as

$$t_\chi = \sum_{r=1}^{k} \frac{(O_r - E_r)^2}{E_r} \quad (5)$$

where the random variable $t_\chi$ has asymptotically a $\chi^2$ distribution with $(k - 1)$ degrees of freedom. If the code correlation function in (2)-(3) has actually the non-distorted form $R_c(\tau) = R_c(\tau)$ (i.e., $a = 0$ in (4)), then the distribution of the metrics $\mathbf{Y}$ well matches with the expected one, the distribution of the test statistic is central and $t_\chi$ assumes a small value. On the other case, i.e., if an unexpected signal waveform distorts the code auto-correlation function so that $R_c(d_s/2) \neq R_c(-d_s/2)$, then the sample distribution results different than the expected one, the distribution of the test statistic is non-central and the value of $t_\chi$ increases. Notice that the expected number of cases for each category can be either computed from the theoretical nominal distribution or measured from a representative set of observables taken in a nominal undistorted situation (‘calibration’ of the method), in order to relax the hypothesis of the knowledge of the theoretical distribution. An example of nominal and distorted distributions, obtained with the live data sets described in section IV, is shown in Fig. 1.

In this way, a binary hypothesis testing is built on top this test statistic. The null and alternative hypotheses for $t_\chi$ can be stated as [11]

- $H_0$: the actual and expected distributions match
- $H_1$: the actual and expected distributions do not match

and the test statistic indicates which one of the two hypotheses can be accepted, i.e.,

$$t_\chi \geq t_\alpha \Rightarrow H_0 \text{ not accepted} \quad (6)$$

$$t_\chi < t_\alpha \Rightarrow H_0 \text{ accepted} \quad (7)$$

where $t_\alpha$ is called critical value and represents the value of the test statistic corresponding to a probability $\alpha$ that the actual and expected distribution differ when the null hypothesis is true. $\alpha$ is known as the significance level of the test, and represents the area of the right tail of a nominal central Chi-square distribution with $(k - 1)$ degrees of freedom, i.e., the probability that $t_\chi > t_\alpha$ under the hypothesis $H_0$. Then $\alpha$ also represents the ‘false alarm’ probability for the detection method.

Given the value of $t_\chi$ computed for the current observables $\mathbf{Y}$, the so-called p-value $p$ is defined as the probability that the true test statistic for the actual distribution is greater than the computed value $t_\chi$ under the hypothesis $H_0$. Being $p$ monotonically decreasing with $t_\chi$ increasing, the hypothesis
test (6)-(7) can be rewritten as
\[ p \leq \alpha \Rightarrow H_0 \text{ not accepted} \quad \text{(8)} \]
\[ p > \alpha \Rightarrow H_0 \text{ accepted} \quad \text{(9)} \]

In what follows we show the application of this test to detect the appearance of a spoofing signal at the receiver. The nominal distribution of the observables across \( k = 10 \) categories is obtained from a calibration phase executed on a portion of clean signal, while the significance level of the test is set as \( \alpha = 0.05 \). The calibration phase allows the definition of the expected distribution \( E_r \), from which the test statistic (5) can be measured during normal operations, as well as the corresponding p-value [13].

IV. DESCRIPTION OF THE TESTS CASES

The detection method described in section III has been already validated by the authors against both recorded and simulated datasets of jamming and spoofing scenarios [8]–[10]. However, the importance of testing the method also through live experiments is unquestionable. In fact, in this way, it is possible to directly verify the behavior of the GNSS receiver equipped with anti-spoofing capabilities.

For this purpose, a test campaign was hosted by the Joint Research Centre (JRC) of the European Commission, that made available the anechoic room of the laboratories in Ispra, Italy. A real-time dual-constellation GPS/Galileo Software Defined Radio (SDR) receiver, namely the NGene receiver [14], has been equipped with a GoF-based distortion detection module, used to test the capability of recognizing certain types of spoofing attacks. NGene is a mixed assembly/C-language, PC-based receiver which elaborates samples from both Universal Serial Bus (USB) front-ends and files [15]. The choice of using an SDR receiver guarantees the high level of flexibility needed to test the proposed technique, that works with the output of two additional correlators per channel, spaced of \( d_n \) fractions of chip apart.

During the experiments, the constellation of GNSS signals is generated by a signal generator, able to add to the genuine signal its counterfeit replica. Thanks to the fact that the experiments are performed in the anechoic room, the signals can be transmitted at Radio Frequency (RF) and received with a standard GNSS antenna connected to the front-end and the NGene software receiver.

Two tests were performed. Both of them last 12 minutes and the attack starts after 240 seconds; in addition, in both cases simulated signals from GPS and Galileo satellites are transmitted on the L1/E1 frequency band. Test A simulates a static user under a spoofing attack that tries to force his position on a trajectory toward North East, by adding signals replicas of all the satellites in view. In the case of Test B, a dynamic user that moves toward North with a constant velocity is simulated and the spoofer aims at reproducing a North-East trajectory operating on a sub-set of GPS signals. In both cases, by using the terminology of [16], the attack can be classified as matched-power, since the false-to-genuine signal power ratio is equal to 0.5 dB. The main test characteristics and the front-end configuration are summarized in Table I, while the results of the two experiments are described in section V.

<table>
<thead>
<tr>
<th>TABLE I</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHARACTERISTICS OF THE TESTS AND FRONT-END CONFIGURATION.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Test setup</th>
<th>Experiment A</th>
<th>Experiment B</th>
</tr>
</thead>
<tbody>
<tr>
<td>User</td>
<td>static</td>
<td>dynamic</td>
</tr>
<tr>
<td>True constellation</td>
<td>GPS + Galileo</td>
<td>GPS + Galileo</td>
</tr>
<tr>
<td>False constellation</td>
<td>GPS + Galileo</td>
<td>GPS (partial)</td>
</tr>
<tr>
<td>GNSS bands</td>
<td>L1/E1</td>
<td>L1/E1</td>
</tr>
<tr>
<td>Spoofing-genuine signals power ratio (dB)</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Front-end configuration</td>
<td>Down-conversion</td>
<td>Baseband</td>
</tr>
<tr>
<td>Sampling frequency</td>
<td>8.192 MHz</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 2 shows the time sequence of the p-values for the GoF test in the experiment A, applied to four of the tracked satellites, two GPS and two Galileo, taken as an example. The GoF test shows to be able to perform a sharp spoofing detection: when the attack starts, after 240 seconds from the beginning of the data recording, the p-value slowly starts to decrease and then, when the distortions of the correlation function become more evident, abruptly drops well below the significance level. The GoF detection capability stops, i.e. the p-value gets back above \( \alpha \), when the receiver channels lock...
the spoofed signals, likely because the low power advantage of the attack.

The time series of the decisions $D_\chi$ for all the tracked satellites are reported in Fig. 3 for both the experiments. In particular, $D_\chi = 1$ indicates that the attack has been detected, as in (8), while $D_\chi = 0$ means no attack, as in (9). The black flags point out the start and stop instant of the spoofing attack. In both experiments, the first 240 seconds are clean and the hypothesis on the absence of distortion $H_0$ is always accepted, while between 240 and 600 seconds the GoF test is able to detect anomalies in the correlation functions of all the spoofed satellites, i.e. all satellites in experiment A and four GPS in experiment B. These results, particularly those shown in Fig. 3(b), proves the GoF test capability to detect an abnormal distortion of the output of the correlators, corresponding to the appearance of the counterfeit signal, and to clearly discriminate between spoofed and clean signal.

Such capability can be exploited to make the receiver aware of possible spoofing attacks, for instance implementing a selection strategy for the satellites to be used for the Position-Velocity and Time (PVT) computation. Those satellites which are declared to be under attack can be excluded from the PVT. In this regard, Fig. 4 and Fig. 5 illustrate the time sequence of the position in East-North-Up (ENU) coordinates produced by the receiver during both experiments. In particular, in the experiment A, no exclusion strategy can be adopted, since all satellites are simultaneously under attack, thus all satellites are employed to compute the position, in Fig. 4, and the effect of the attack is evident: the false signal takes control of the static receiver, making its estimated position to drift towards NE. The receiver output is colored in red when at least one satellite is declared spoofed and in green when no detection is performed. In the experiment B, instead, only a sub-set of
Such strategy should combine the GoF decisions with other signal quality indicators along the receiving chain.
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