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Abstract—The performance of the least-mean-square (LMS) algorithm is governed by its step-size parameter. In this paper, we present a family of optimized LMS-based algorithms (in terms of the step-size control), in the context of system identification. A time-variant system model is considered and the optimization criterion is based on the minimization of the system misalignment. Simulations performed in the context of acoustic echo cancellation indicate that these algorithms achieve a proper compromise in terms of fast convergence/tracking and low misadjustment.

I. INTRODUCTION

The least-mean-square (LMS) algorithm and its variants [such as the normalized LMS (NLMS)] are frequently used for system identification problems [1], [2]. The main parameter that controls the behavior of these algorithms is the step-size. In this context, the variable step-size (VSS) algorithms were designed to achieve a proper compromise between fast convergence rate and low misadjustment, e.g., see [3]–[7] and the references therein.

In the framework of system identification, a natural optimization criterion to follow is the minimization of the system misalignment. However, most of the VSS algorithms were developed assuming that the unknown system is time invariant, which is rarely the case in real-world applications. Consequently, these algorithms could require some additional features to control their behavior, like system change detectors or extra parameters, which are not easy tasks in practice.

In this paper, we present a family of optimized LMS-based algorithms, which act like VSS adaptive filters. First, we consider that the unknown system is variable in time (based on a first-order Markov model) and the minimization of the system misalignment is carried out under this circumstance. Second, we extend the approach to the more general case of an LMS algorithm with individual control factors, which is somehow similar to the idea behind sparse adaptive filters [8]. Simulations performed in the context of acoustic echo cancellation (which is a very challenging system identification problem) indicate the good behavior of these algorithms.

II. SYSTEM MODEL

Let us consider a system identification problem, where an adaptive filter is used to model an unknown system, both driven by the same zero-mean input signal \(x(n)\). In this context, the reference signal at the discrete-time index \(n\) is

\[
d(n) = h^T(n)x(n) + v(n),
\]

where \(h(n) = [h_0(n) \ h_1(n) \ \cdots \ h_{L-1}(n)]^T\) is the impulse response (of length \(L\)) of the system that we need to identify, superscript \(T\) is the transpose operator, \(x(n) = [x(n) \ x(n-1) \ \cdots \ x(n-L+1)]^T\) is a vector containing the \(L\) most recent samples of the input signal, and \(v(n)\) is the system noise, usually considered as a zero-mean white Gaussian noise signal.

In the following, let us consider that \(h(n)\) follows a simplified first-order Markov model, i.e.,

\[
h(n) = h(n-1) + w(n),
\]

where \(w(n)\) is a zero-mean white Gaussian noise signal vector, which is uncorrelated with \(h(n-1)\). The correlation matrix of \(w(n)\) is assumed to be \(R_w = \sigma_w^2 I_L\), where \(I_L\) is the \(L \times L\) identity matrix and the variance, \(\sigma_w^2\), captures the uncertainties in \(h(n)\). This model can be valid in many system identification problems, like in acoustic echo cancellation (since the acoustic echo paths are time-variant systems) [9], [10].

The objective is to estimate \(h(n)\) with an adaptive filter, defined by \(\hat{h}(n) = [\hat{h}_0(n) \ \hat{h}_1(n) \ \cdots \ \hat{h}_{L-1}(n)]^T\). It is interesting to notice that equations (1) and (2) define a state variable model, similar to Kalman filtering [11]–[13].

III. AN OPTIMIZED LMS-BASED ALGORITHM

The LMS algorithm [1], [2] is defined by the update:

\[
\hat{h}(n) = \hat{h}(n-1) + \mu x(n)e(n),
\]

where \(\mu\) is the step-size parameter and

\[
e(n) = d(n) - \hat{h}^T(n-1)x(n)
\]

is the error signal of the adaptive filter. Also, let us define the a posteriori misalignment as \(c(n) = h(n) - \hat{h}(n)\), so that, developing (3), the update results in

\[
c(n) = c(n-1) + w(n) - \mu x(n)e(n).
\]
Moreover, based on (1) and (2), the error signal from (4) can be rewritten as
\[ e(n) = x^T(n)c(n - 1) + x^T(n)w(n) + v(n). \] (6)

Since we deal with a system identification problem, a reasonable optimization criterion to follow is the minimization of the system misalignment. Therefore, taking the \( \ell_2 \) norm in (5), then mathematical expectation on both sides, we obtain
\[ E \left[ ||c(n)||^2 \right] = E \left[ ||c(n-1)||^2 \right] + L\sigma_w^2 \]
\[ -2\mu E \left[ x^T(n)c(n-1)e(n) \right] - 2\mu E \left[ x^T(n)w(n)e(n) \right] \]
\[ + \mu^2 E \left[ e^2(n)x^T(n)x(n) \right]. \] (7)

Next, taking (6) into account, assuming that the input signal is a zero-mean Gaussian process with the variance \( \sigma_x^2 \), and removing the uncorrelated products, the first cross-correlation term from the second line of (7) results in
\[ E \left[ c^2(n-1)x(n)e(n) \right] \]
\[ \approx \text{tr} \left\{ E \left[ c(n-1)c^T(n-1) \right] E \left[ x(n)x^T(n) \right] \right\} \]
\[ = \sigma_x^2 E \left[ ||c(n-1)||^2 \right], \] (8)

where \( \text{tr} \{ \cdot \} \) denotes the trace of a matrix. Similarly, the last cross-correlation term from the second line of (7) can be developed as
\[ E \left[ x^T(n)x(n)e(n) \right] \]
\[ \approx \text{tr} \left\{ E \left[ w(n)w^T(n) \right] E \left[ x(n)x^T(n) \right] \right\} = L\sigma_w^2 \sigma_x^2 \] (9)

and finally, the last term of (7) results in
\[ E \left[ c^2(n)x^T(n)x(n) \right] = \text{tr} \left\{ E \left[ v^2(n)x(n)x^T(n) \right] \right\} \]
\[ + \text{tr} \left\{ E \left[ c^2(n-1)x(n) + w^2(n)x(n) \right] x(n)x^T(n) \right\}. \] (10)

The last term in (10) can be developed based on the Gaussian moment factoring theorem [1] (i.e., the Isserlis’ theorem). Thus, after several computations, (10) becomes
\[ E \left[ c^2(n)x^T(n)x(n) \right] \]
\[ = L\sigma_w^2 \sigma_x^2 + (L + 2)\sigma_x^4 E \left[ ||c(n-1)||^2 \right] + L\sigma_w^2 \] (11)

where \( \sigma_x^2 = E \left[ v^2(n) \right] \) is the variance of the additive noise.

Denoting \( m(n) = E \left[ ||c(n)||^2 \right] \) and introducing (8), (9), and (11) in (7), we obtain
\[ m(n) = \left[ 1 - 2\mu\sigma_x^2 + (L + 2)\mu^2\sigma_x^4 \right] m(n-1) \]
\[ + L\mu^2\sigma_x^2 \left[ \sigma_x^2 + (L + 2)\sigma_x^2\sigma_w^2 \right] - 2L\mu\sigma_x^2\sigma_w^2 + L\sigma_w^2. \] (12)

At this point, let us consider that the step-size \( \mu \) is time dependent, in order to evaluate \( \partial m(n)/\partial \mu(n) = 0 \). This leads to an optimal step-size:
\[ \mu(n) = \frac{1}{(L + 2)\sigma_x^2 + \xi}, \] (13)

where \( \xi = L\sigma_w^2 / [m(n-1) + L\sigma_w^2] \). So, the filter update is
\[ \hat{h}(n) = \hat{h}(n-1) + \mu(n)x(n)e(n). \] (14)

To update the parameter \( m(n) \), the step-size from (13) is introduced in (12) and, after some computations, it results in
\[ m(n) = \left[ 1 - \mu(n)\sigma_x^2 \right] m(n-1) + L\sigma_w^2. \] (15)

Summarizing, the resulting optimized LMS-based algorithm is defined by the relations (4), (14), and (15), using the initialization \( \hat{h}(0) = 0 \) and \( m(0) = \varepsilon \) (where \( \varepsilon \) is a positive constant). This algorithm is very similar to the simplified Kalman filter from [13], which was obtained as an approximation of the general Kalman filter; similar works can be found in [14] and [15]. Also, the resulting algorithm can be obtained following the line of the NLMS algorithm and a joint-optimization problem on both the normalized step-size and regularization parameters [7]. For the sake of consistency, we will refer this algorithm as the joint-optimized NLMS (JO-NLMS).

IV. AN OPTIMIZED LMS-BASED ALGORITHM WITH INDIVIDUAL CONTROL FACTORS

In this section, we extend the previous approach to an LMS-based algorithm with individual control factors. This algorithm is defined by the update [16]:
\[ \hat{h}(n) = \hat{h}(n-1) + \mu K(n-1)x(n)e(n), \] (16)

where \( K(n) \) is a diagonal matrix \( (L \times L) \) containing the control factors at time index \( n \). The filter update (16) can be also rewritten in terms of the a posteriori misalignment as
\[ c(n) = c(n-1) + w(n) - \mu K(n-1)x(n)e(n). \] (17)

Next, taking the \( \ell_2 \) norm in (17), then mathematical expectation on both sides (also removing the uncorrelated products), we obtain
\[ E \left[ ||c(n)||^2 \right] = E \left[ ||c(n-1)||^2 \right] + L\sigma_w^2 \]
\[ - 2\mu E \left[ x^T(n)K(n-1)w(n)e(n) \right] \]
\[ - 2\mu E \left[ x^T(n)K(n-1)c(n-1)e(n) \right] \]
\[ + \mu^2 E \left[ e^2(n)x^T(n)K^2(n-1)x(n) \right]. \] (18)

At this point, we need to process the last three terms in (18). Based on (6) and assuming that the input signal is white, the first cross-correlation term becomes
\[ E \left[ x^T(n)K(n-1)w(n)e(n) \right] \]
\[ = E \left\{ \text{tr} \left[ w(n)w^T(n)K(n-1)x(n)x^T(n) \right] \right\} \]
\[ = \sigma_w^2 \text{tr} \left[ K(n-1) \right]. \] (19)

and the second cross-correlation term results in
\[ E \left[ x^T(n)K(n-1)c(n-1)e(n) \right] \]
\[ = \text{tr} \left\{ E \left[ c(n-1)c^T(n-1) \right] E \left[ x(n)x^T(n) \right] K(n-1) \right\} \]
\[ = \sigma_x^2 \text{tr} \left[ R_c(n-1)K(n-1) \right], \] (20)

where \( R_c(n) = E \left[ c(n)c^T(n) \right] \).

The last term in (18) is more difficult to process. However, for a certain stationarity degree of the input signal and for large values of \( L \) \( (L \gg 1) \), we can treat the term \( ||K(n-1)x(n)||^2 \) as a deterministic quantity. Also, we can use the orthogonality
principle, i.e., assuming that the adaptive filter has converged to a certain degree. Using these assumptions, the last term in (18) can be developed as
\[
E [e^2(n)x^T(n)K^2(n-1)x(n)]
\]
\[
= \text{tr} \left\{ E [x(n)x^T(n)] K^2(n-1) \right\} E [e^2(n)]
\]
\[
= \sigma_v^2 \text{tr} \left[ K^2(n-1) \right] \left[ \sigma_v^2 + L\sigma_w^2 \sigma_x + \sigma_x^2 m(n-1) \right].
\]
(21)

Finally, using (19)–(21) in (18), it results in
\[
m(n) = m(n-1) + \sigma_w^2
\]
\[
- 2\mu\sigma_x^2 \text{tr} \left\{ \left[ R_c(n-1) + \sigma_w^2 I_L \right] K(n-1) \right\}
\]
\[
+ \mu^2 \sigma_x^2 \text{tr} \left[ K^2(n-1) \right] \left[ \sigma_v^2 + L\sigma_w^2 \sigma_x + \sigma_x^2 m(n-1) \right].
\]
(22)

As in Section III, we can impose \(\partial m(n)/\partial \mu(n) = 0\) (considering that the step-size parameter is time dependent), to obtain an optimal step-size:
\[
\mu(n) = \frac{\text{tr} \left\{ \left[ R_c(n-1) + \sigma_w^2 I_L \right] K(n-1) \right\}}{\text{tr} \left[ K^2(n-1) \right] \left[ \sigma_v^2 + \sigma_x^2 m(n-1) + \sigma_w^2 \right]}.
\]
(23)

Also, using (23) in (22), the update of \(m(n)\) becomes
\[
m(n) = m(n-1) + \sigma_w^2
\]
\[
- \sigma_x^2 \left( \text{tr} \left\{ \left[ R_c(n-1) + \sigma_w^2 I_L \right] K(n-1) \right\} \right)^2
\]
\[
\text{tr} \left[ K^2(n-1) \right] \left[ \sigma_v^2 + \sigma_x^2 m(n-1) + \sigma_w^2 \right].
\]
(24)

Let us focus on the main term of the numerator in (24). First, we introduce the notation:
\[
\Gamma(n) = R_c(n) + \sigma_w^2 I_L,
\]
\[
\gamma(n) = \left[ \gamma_0(n), \gamma_1(n), \ldots, \gamma_{L-1}(n) \right]^T,
\]
\[
k(n) = \left[ k_0(n), k_1(n), \ldots, k_{L-1}(n) \right]^T,
\]
where \(\gamma(n)\) and \(k(n)\) are two vectors containing the diagonal elements of \(\Gamma(n)\) and \(K(n)\), respectively. Since \(K(n)\) is a diagonal matrix, we can use the Cauchy-Schwarz inequality:
\[
\left\{ \text{tr} \left[ \Gamma(n-1)K(n-1) \right] \right\}^2 \leq \| \gamma(n-1) \|_2^2 \| k(n-1) \|_2^2.
\]
(25)

It is known that the equality in (25) is obtained if and only if \(\gamma(n-1)\) and \(k(n-1)\) are linearly dependent, i.e., \(k(n-1) = q\gamma(n-1), \) with \(q > 0\). Hence,
\[
\text{tr} \left[ K^2(n-1) \right] = q \text{tr} \left[ \Gamma(n-1) \right] = q \left[ m(n-1) + \sigma_w^2 \right],
\]
\[
\text{tr} \left[ K^2(n-1) \right] = \| k(n-1) \|_2^2 = q^2 \| \gamma(n-1) \|_2^2.
\]
(26)

Consequently, the optimal step-size from (23) results in
\[
\mu(n) = \frac{1}{q \left[ \sigma_v^2 + \sigma_x^2 m(n-1) + \sigma_w^2 \right]}
\]
(27)

and the update of the parameter \(m(n)\) from (24) becomes
\[
m(n) = m(n-1) + \sigma_w^2 - q\mu(n)\sigma_x^2 \| \gamma(n-1) \|_2^2.
\]
(28)

Finally, the filter update from (16) is evaluated as
\[
\hat{h}(n) = \hat{h}(n-1) + q\mu(n)\gamma(n-1) \odot \times(n)e(n),
\]
where \(\odot\) denotes the Hadamard product.

However, we still need to find the value of \(q\) and an update relation for \(\gamma(n)\). The parameter \(q\) is related to the value of \(\text{tr} \left[ K(n-1) \right]\), as shown in (26). In the classical algorithm, the trace of this matrix is equal to \(L\) [since \(K(n-1)\) is replaced by \(I_L\)]. In our case, we could impose \(\text{tr} \left[ K(n-1) \right] = L\), but the gains will be individually distributed through the elements of \(\gamma(n-1)\). Consequently, we could evaluate
\[
q = \frac{L}{m(n-1) + \sigma_w^2}.
\]
(30)

The vector \(\gamma(n)\) contains the diagonal elements of the matrix \(\Gamma(n)\). But this matrix depends on \(R_c(n)\). It is interesting to notice that the elements of \(\gamma(n)\), i.e., the individual control factors, depend on the coefficients’ misalignment (as compared to the classical proportionate-type algorithms, where the adaptation is controlled depending on the coefficients’ magnitude).

Next, based on (17), we can write
\[
R_c(n) = R_c(n-1) + \sigma_w^2 I_L
\]
\[
- \mu E \left[ w(n)x^T(n)K(n-1)e(n) \right]
\]
\[
- \mu E \left[ K(n-1)x(n)w^T(n)e(n) \right]
\]
\[
- \mu E \left[ c(n-1)x^T(n)K(n-1)e(n) \right]
\]
\[
- \mu E \left[ K(n-1)x(n)c^T(n-1)e(n) \right]
\]
\[
+ \mu^2 E \left[ e^2(n)K(n-1)x(n)x^T(n)K(n-1) \right].
\]
(31)

Following a similar approach we used to process (18), we could further develop (31), in order to finally obtain [also using the optimal step-size from (27)]:
\[
\gamma(n) = \gamma(n-1) + \sigma_w^2 1_{L \times 1}
\]
\[
+ q\mu(n) \sigma_x^2 \left\{ \sigma_v^2 + \sigma_x^2 \left[ m(n-1) + \sigma_w^2 \right] - 2q\mu(n) \right\}
\]
\[
\times \| \gamma(n-1) \|_2 \rho(n-1),
\]
(32)

where \(1_{L \times 1}\) denotes a column vector with all its \(L\) elements equal to one. Due to stability reasons, a normalization should be also performed in this step, i.e., \(\tau_i(n) = \gamma_i(n)/\max_i \gamma_i(n)\), with \(0 \leq i \leq L - 1\). Summarizing, the resulting optimized LMS algorithm with individual control factors (OLMS-ICF) is defined by the relations (27)–(30) and (32) (including the normalization).

V. PRACTICAL CONSIDERATIONS

There are three main parameters that should be set or estimated within both JO-NLMS and OLMS-ICF algorithms. The first one is the variance of the input signal, which could be easily evaluated as in the NLMS algorithm, i.e., \(\sigma_w^2(n) = x^T(n)x(n)/L\). The second parameter is the noise power, \(\sigma_v^2\). This parameter can be estimated in different ways; for example, in echo cancellation, it can be estimated during silences of the near-end talker [4]. Also, other practical methods to estimate \(\sigma_v^2\) can be found in [17], [18].

The third parameter to be found is \(\sigma_w^2\), which is a specific one. In practice, we propose to estimate \(\sigma_w^2\) as in [13], by taking the \(\ell_2\) norm on both sides of (2) and replacing \(h(n)\) by its estimate \(\hat{h}(n)\), thus resulting
\[
\tilde{\sigma}_w^2(n) = \frac{1}{L} \left\| \hat{h}(n) - \tilde{h}(n-1) \right\|_2^2.
\]
(33)
The difference from the right-hand side of (33) represents the update term of the algorithm, which can be used to save $L$ subtractions associated with the direct evaluation of (33).

VI. SIMULATION RESULTS

Simulations are performed in an acoustic echo cancellation scenario [9], [10]. In this context, an adaptive filter is used to estimate the impulse response (i.e., the acoustic echo path) between the loudspeaker and the microphone of a hands-free communication device. This is a very challenging system identification problem, due to the high length and time-varying nature of the acoustic echo paths. The length of the acoustic impulse response used in the experiments is $L = 1000$ (the sampling rate is 8 kHz); the same length is set for the adaptive filter. The input signal, $x(n)$, is either a white Gaussian noise, an AR(1) process generated by filtering a white Gaussian noise through a first-order system $1/(1 - 0.8z^{-1})$, or a speech sequence. The output of the echo path is corrupted by an independent white Gaussian noise $v(n)$ and the signal-to-noise ratio (SNR) is set to 20 dB. In our simulations, we assume that $\sigma_v^2$ is known; in practice, it can be estimated like in [4], [17], [18].

In the first set of experiments, we evaluate the VSS features of the JO-NLMS algorithm. An echo path change scenario is simulated, by shifting the impulse response to the right by 12 samples, in the middle of the simulation. The results are presented in Figs. 1-3, using a white Gaussian noise or an AR(1) process as the input. The NLMS algorithm (with different step-sizes and including a regularization parameter $\delta = 20\sigma_v^2$) is used for comparison.

In Fig. 1, the performance measure is the normalized misalignment (in dB), defined as $20\log_{10}\left(\|h(n) - \hat{h}(n)\|_2 / \|h(n)\|_2\right)$. As we can notice from this figure, the JO-NLMS algorithm has a fast convergence rate and tracking, similar to the NLMS algorithm using the largest step-size, while achieving a lower misalignment level.

This behavior is also supported in Fig. 2, where the evolution of the step-size parameters is presented. It can be noticed that the step-size of the JO-NLMS algorithm goes to the fastest convergence mode in the initial convergence phase and when the system changes, while its value decreases in the steady-state.

An interesting parameter of the JO-NLMS algorithm is $m(n)$. This can be used to evaluate (in an online manner) the overall performance of the algorithm. In echo cancellation, a well-known performance measure is the echo-return loss enhancement (ERLE) [9], which requires the a priori knowledge of the impulse response $h(n)$ or the echo signal. In the case of the JO-NLMS algorithm, we propose to monitor the parameter $M(n) = \|\hat{h}(n)\|_2^2 / m(n)$, which should have a similar significance with the ERLE. This issue is supported in Fig. 3, where the evolution of the ERLE and $M(n)$ (both in dB) is depicted. However, contrary to the ERLE, the parameter $M(n)$ could be evaluated within the JO-NLMS algorithm.

In the second set of experiments, the input signal is a speech sequence. In Fig. 4, the JO-NLMS and OLMS-ICF algorithms
are compared to the improved proportionate NLMS (IPNLMS) algorithm [19] (with different step-sizes and including a regularization parameter $\delta' = 20\sigma_x^2 / L$). Also, we introduce for comparison the variable-regularized (VR) affine projection algorithm proposed in [5], using a projection order equal to one, which is equivalent to a VR-NLMS algorithm. As we can notice, the OLMS-ICF outperforms the other algorithms.

It would be interesting to observe the individual stepsizes of the OLMS-ICF algorithm. In Fig. 5, we depicted the evolution of the individual step-sizes of two coefficients, i.e., the maximum and the minimum one (in terms of magnitude), comparing the IPNLMS and OLMS-ICF algorithms. As expected, the IPNLMS algorithm allocates a significant gain to the largest coefficient. In the OLMS-ICF algorithm, this difference is valid only in the initial convergence phase, since the misalignments of the individual coefficients [i.e., the elements of $\gamma(n)$] tend to become similar in the steady-state.

VII. CONCLUSIONS

In this paper, we have presented a family of optimized LMS-based algorithms in the context of a state variable model for system identification. The optimization criterion is the minimization of the system misalignment, which is a natural approach in system identification problems. The resulting algorithms do not require additional features to monitor their behavior (e.g., system change detectors, stability thresholds, etc.), thus being reliable candidates for real-world applications. Simulations performed in the context of acoustic echo cancellation support the theoretical findings and indicate the good performance of these algorithms.
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