Design of Multiple Unimodular Waveforms With Low Auto- and Cross-Correlations for Radar via Majorization-Minimization
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Abstract—We develop a new efficient method for designing unimodular waveforms with good auto- and cross-correlation properties for multiple-input multiple-output (MIMO) radar. Our waveform design scheme is conducted based on minimization of the integrated sidelobe level (ISL) of designed waveforms, which is formulated as a quartic non-convex optimization problem. We start from simplifying the quartic optimization problem and then transform it into a quadratic form. By means of the majorization-minimization technique that seeks to find the solution of a corresponding quadratic optimization problem, we resolve the design of waveforms for MIMO radar. Corresponding algorithms that enable good correlations of the designed waveforms and meanwhile show faster convergence as compared to their counterparts are proposed and then tested.

I. INTRODUCTION

Waveform design has become a research field of significant interest in multiple-input multiple-output (MIMO) radar since the emergence of MIMO radar concept [1]–[5]. The application of waveform design plays an important role in MIMO radar (also in single-input single-output radar) signal processing because high-quality waveform can guarantee good localization accuracy [6], high resolution [7], and improved delay-Doppler ambiguity of the potential target [8]. Moreover, in harsh environment such as in the presence of heterogeneous clutter and active jamming, robust or adaptive waveform designs are capable of suppressing them [9]. One of the most important factors that determine the quality of designed waveforms is the correlation property, i.e., the auto- and cross-correlations between different time lags of the waveforms. Perfect or low waveform correlations mean that the waveforms launched from radar platform are uncorrelated to any non-zero time-delayed version of themselves, which ensures that the target at the range bin of interest can be easily extracted after matched filtering, and the sidelobes from other range bins have almost no effect on its attenuation. Despite the application of correlated waveforms in MIMO radar [8], [10], [11], uncorrelated waveforms are still the most preferable and they can be easily converted to correlated ones by weighting on them. On the other hand, unimodular waveforms are still preferable compared to other counterparts due to their constant energy at any time lag, which significantly reduces the cost of hardware.

There has been an extensive literature on waveform design for radar applications [12]–[19]. The integrated sidelobe level (ISL), which characterizes the correlation properties of waveforms and evaluates the accumulated sidelobes at all non-zero time lags, is the most commonly used metric. To design waveforms via ISL minimization, the work of [13] has proposed to produce unimodular waveforms in frequency domain using a cyclic procedure of iterative calculations. The methods associated with ISL and weighted ISL minimization therein were named CAN and WeCAN, respectively. These methods were later extended to MIMO radar case based on the same idea of using cyclic procedure of iterative calculations [5]. The work of [18] dealt with the same ISL minimization problem as CAN for designing a single waveform but solved it via majorization-minimization (MaMi) technique [20]. This technique has previously been used in [17] where the design of multiple waveforms were implemented from information-theoretic perspective. The recent work of [19] has extended [18] to the case of multiple waveforms.

In this paper, we develop an efficient method for designing a set of unimodular waveforms with good auto- and cross-correlation properties, which can be applied to MIMO radar. We conduct the waveform design based on ISL minimization of the waveforms. Using proper modeling and some transformations, we formulate the ISL minimization based design as a quartic non-convex optimization problem. We show how to simplify the quartic optimization problem and then transform it into a quadratic form. By means of the MaMi technique which majorizes the objective function of the quadratic optimization problem and seeks to find the corresponding solution via iterative calculations, we resolve the formulated waveform design for MIMO radar. Corresponding algorithms that enable good correlations of the designed waveforms and meanwhile show faster convergence as compared to the existing counterparts are proposed and tested in terms of simulations.

II. SIGNAL MODEL AND PROBLEM FORMULATION

Consider a MIMO radar equipped with $M$ transmit antenna elements from which a set of $M$ unimodular waveforms, denoted by the $P \times M$ matrix $Y \triangleq [y_1, \ldots, y_M]$, is launched within a pulse duration. Here $y_m, m \in \{1, \ldots, M\}$ stands for the $P \times 1$ emitted waveform vector associated with the $m$th antenna and $P$ is the code length of each waveform. Let the $p$th ($p \in \{1, \ldots, P\}$) element of $y_m$ that is associated with the
pth sub-pulse be $y_m(p) = e^{j\psi_m(p)}$ where $\psi_m(p)$ is an arbitrary phase value ranging between $-\pi$ and $\pi$. The main issue of the waveform design for MIMO radar lies in synthesizing sequences $\{y_m(p)p,M\}_{m=1,p=1}^{M,M}$ which have good auto- and cross-correlation properties.

The ISL of the waveforms $\{y_m(p)p,M\}_{m=1,p=1}^{M,M}$ is explicitly expressed as

$$\zeta = \sum_{m=1}^{M} \sum_{p=-P+1}^{P-1} |r_{mm}(p)|^2 + \sum_{m=1}^{M} \sum_{m'=-P+1}^{P-1} |r_{mm'}(p)|^2$$

where $r_{mm'}(p) = \sum_{k=1}^{P} y_m(k) y_{m'}^*(k-p)$, $m, m' \in \{1, \ldots, M\}$; $p \in \{1, \ldots, P-1\}$ stands for the cross-correlation level of the $m$th and $m'$th waveforms at the $p$th time lag, and $|\cdot|$ and $(\cdot)^*$ are modulus and conjugation operators, respectively. Note that the first component of the sum on the right hand side of (1) stands for the ISL associated with auto-correlations and the latter represents the ISL associated with cross-correlations.

Using matrix expressions, the ISL $\zeta$ in (1) can be rewritten into the following compact form

$$\zeta = \frac{1}{2P} \sum_{p=-P+1}^{P-1} \|R_p - PIM\delta_p\|^2$$

where $R_p$ is the $M \times M$ waveform correlation matrix such that

$$R_p = \begin{bmatrix}
    r_{11}(p) & r_{12}(p) & \cdots & r_{1M}(p) \\
    r_{21}(p) & r_{22}(p) & \cdots & r_{2M}(p) \\
    \vdots & \vdots & \ddots & \vdots \\
    r_{M1}(p) & \cdots & \cdots & r_{MM}(p)
\end{bmatrix}$$

$\delta_p$ is the Kronecker delta function whose value is 1 only when $p = 0$ while otherwise it is 0, $I_M$ is the $M \times M$ identity matrix, and $\|\cdot\|$ stands for the Frobenius norm of a matrix.

Transforming (2) into frequency domain and performing some derivations, the ISL can be expressed as [5]

$$\zeta = \frac{1}{2P} \sum_{p=1}^{2P} \|\tilde{Y}(\omega_p)\|^2 - \|PIM\|^2$$

where $\omega_p = \frac{2\pi}{2P}$ and $\tilde{Y}(\omega_p)$ is the $\tilde{Y}$ constructed by the $n$th row of the waveform matrix $\tilde{Y}$ which is explicitly expressed as $\tilde{Y} = [y_1(n), \ldots, y_M(n)]^T$. Here $(\cdot)^T$ and $(\cdot)^H$ are transpose and conjugate transpose operators, respectively.

Expanding the squared norm in (4), the ISL can be expressed in the following form

$$\zeta = \frac{1}{2P} \sum_{p=1}^{2P} (\|\tilde{Y}(\omega_p)\|^4 - 2P\|\tilde{Y}(\omega_p)\|^2 + P^2M)$$

which can be further rewritten as the following compact form

$$\zeta = \frac{1}{2P} \sum_{p=1}^{2P} \left( (y^H A_p A_p^H y)^2 - 2P(y^H A_p A_p^H y) + P^2M \right)$$

where $y \triangleq \text{vec}(Y) = [y^T_1, \ldots, y^T_M]^T$ is the $MP \times 1$ vectorized version of the waveform matrix $Y$, $A_p \triangleq I_M \otimes a_p$ is an $MP \times M$ matrix with $a_p \triangleq [1, e^{j\omega_p}, \ldots, e^{j(P-1)\omega_p}]^T$, and vec$(\cdot)$ and $\otimes$ are respectively vectorization and Kronecker product operators. Note that the results $\tilde{Y}(\omega_p) = A_p^H y$ and $\|\tilde{Y}(\omega_p)\|^2 = \tilde{Y}^H (\omega_p) \tilde{Y}(\omega_p)$ have been used to obtain (6) from (5).

We can finally express the waveform design problem associated with ISL minimization as

$$\min_y \zeta \quad \text{s.t.} \quad |y(p')| = 1, \quad p' = 1, \ldots, MP.$$
It can be shown that the largest eigenvalue of $\Phi$, denoted by $\lambda_{\text{max}}(\Phi)$, equals $2MP^2$. We omit the proof because of the space limitation. Therefore, we can select $G \triangleq \lambda_{\text{max}}(\Phi)I_{2MP^2}$ to guarantee the generalized inequality $G \succeq \Phi$. Using the above-mentioned majorization result, the objective function (11a) can be majorized as

$$g_1(\tilde{Y}, y^{(k)}) = \lambda_{\text{max}}(\Phi) \text{vec}^H(\tilde{Y}) \text{vec}(\tilde{Y}) + 2\Re\{\text{vec}^H(\tilde{Y})(\Phi - \lambda_{\text{max}}(\Phi)I_{2MP^2})\text{vec}(\tilde{Y})\} + \text{vec}^H(y^{(k)})(\lambda_{\text{max}}(\Phi)I_{2MP^2} - \Phi)\text{vec}(y^{(k)})$$

(12)

where the matrix $\tilde{Y}^{(k)} \triangleq y^{(k)}(y^{(k)})^H$ is obtained at the $k$th iteration and $\Re\{\cdot\}$ denotes the real part of a complex value. Note that $\text{vec}^H(\tilde{Y})\text{vec}(\tilde{Y}) = \|y\|^4 = M^2P^2$. Hence, both the first and third components of the sum in (12) are constant terms which are immaterial for optimization. The problem (11) can be therefore rewritten as

$$\min_{\tilde{Y}} \text{vec}^H(\tilde{Y})(\Phi - \lambda_{\text{max}}(\Phi)I_{2MP^2})\text{vec}(\tilde{Y})$$

s.t. $\tilde{Y} = yy^H$

(13a)

Using the properties $\text{vec}(\text{vec}(\tilde{Y})) = \text{vec}(yy^H) = (y^T \otimes I_{MP})\text{vec}(y)$ and $\text{vec}(A_pA_p^H) = (A_p^T \otimes I_{MP})\text{vec}(A_p)$, and also substituting the explicit expressions of $\Phi$ and $\lambda_{\text{max}}(\Phi)$, the objective function (13a) can be further transformed as

$$\text{vec}^H(\tilde{Y})(\Phi - \lambda_{\text{max}}(\Phi)I_{2MP^2})\text{vec}(\tilde{Y}) = \sum_{p=1}^{2P} \left( y^H(y^T \otimes I_{MP})(A_p^T \otimes I_{MP})\text{vec}(A_p)\text{vec}(y^{(k)}) \times (A_p^T \otimes I_{MP})(y^{(k)})^T \otimes I_{MP}\right) y^{(k)} - 2MP^2y^H(y^T \otimes I_{MP})(y^{(k)})^T \otimes I_{MP}y^{(k)}$$

(13b)

$$= \sum_{p=1}^{2P} \left( y^H(y^T \otimes I_{MP})\text{vec}(A_p)\text{vec}(y^{(k)})((A_p^T(y^{(k)}))^\dagger) \otimes I_{MP}\right) y^{(k)} - 2MP^2y^H(y^T(y^{(k)})^\dagger)y^{(k)}$$

(13c)

$$= \sum_{p=1}^{2P} y^H(A_p(y^{(k)})^H)(A_p^HA_p^H)y^{(k)} - 2MP^2y^H(y^{(k)})y^{(k)}$$

(14)

where the mixed product property of Kronecker product and the property $(y^T \otimes I_{MP})\text{vec}(A_p) = A_pA_p^H$ are used to derive (14) and (15), respectively.

Stacking $A_p, p = 1, \ldots, 2P$ into a new $MP \times 2MP$ matrix $A$, i.e., $A \triangleq [A_1, \ldots, A_{2P}]$, (15) can be further rewritten in the following compact form

$$g_2(y^{(k)}) = \mu_{\text{max}}y^H(A \Lambda^{(k)}A^H - 2MP^2y^{(k)}(y^{(k)})^H)y$$

(17)

where the $2MP \times 2MP$ diagonal matrix $\Lambda^{(k)}$ is expressed as

$$\Lambda^{(k)} \triangleq \text{diag}\left\{ ||a_1||^2, \ldots, ||a_{2P}||^2 \right\}$$

with $1_M$ denoting a vector whose $M$ elements are all ones. Therefore, the optimization problem (13) can be rewritten as

$$\min_y y^H(A \Lambda^{(k)}A^H - 2MP^2y^{(k)}(y^{(k)})^H)y$$

s.t. $|y(p')| = 1, \quad p' = 1, \ldots, MP$. (18a)

Applying the previous majorization result to the first component of the quadratic objective function (18a) and selecting $G \triangleq \mu_{\text{max}}y(A \Lambda^{(k)}A^H - 2MP^2y^{(k)}(y^{(k)})^H)y$ as the objective function (18a) is majorized as

$$g_3(y^{(k)}) = \mu_{\text{max}}y^H(A \Lambda^{(k)}A^H + 2MP^2y^{(k)}(y^{(k)})^H)y$$

(18b)

Using the properties $\text{vec}(\text{vec}(Y)) = \text{vec}(yy^H) = (y^T \otimes I_{MP})\text{vec}(y)$ and $\text{vec}(A_pA_p^H) = (A_p^T \otimes I_{MP})\text{vec}(A_p)$, and also substituting the explicit expressions of $\Phi$ and $\lambda_{\text{max}}(\Phi)$, the objective function (13a) can be further transformed as

$$\min_{y} \text{vec}^H(\tilde{Y})(\Phi - \lambda_{\text{max}}(\Phi)I_{2MP^2})\text{vec}(\tilde{Y})$$

(13a)

s.t. $\tilde{Y} = yy^H$

$$|y(p')| = 1, \quad p' = 1, \ldots, MP$. (13b)

(13c)
Algorithm 1 ISL minimization via MaMi

1: \( k \leftarrow 0 \), \( Y \leftarrow P \times M \) unimodular sequence matrix with random phases.
2: repeat
3: \[
\begin{align*}
& \text{procedure ISLMaMi}(Y^{(k)}) \\
& \hat{\mu}_{\max}^{(k)} = \max \{ a_p^H \hat{Y}^{(k)} \}^2_{p=1}^{2^P} \\
& Z^{(k)} = -A(k)A^H Y^{(k)} + 2\hat{\mu}_{\max}^{(k)} P Y^{(k)} \\
& \left[ Y^{(k+1)} \right]_{m,p} = e^{j \arg\{Z^{(k)}\}_{m,p}}, \ m = 1, \ldots, M; \ \\
& \quad \ p = 1, \ldots, P. \\
& k \leftarrow k + 1 \\
& \text{end procedure}
\end{align*}
\]
4: until convergence

Algorithm 2 ISL minimization via accelerated MaMi

1: \( k \leftarrow 0 \), \( Y \leftarrow P \times M \) unimodular sequence matrix with random phases.
2: repeat
3: \[
\begin{align*}
& \text{procedure ISLAFMaMi}(Y^{(k)}) \\
& \hat{Y} = \text{ISLMaMi}(Y^{(k)}) \\
& \tilde{Y} = \text{ISLMaMi}(\hat{Y}) \\
& \hat{\Delta} = \hat{Y} - Y^{(k)}; \ 
& \tilde{\Delta} = \tilde{Y} + Y^{(k)} - 2\hat{Y} \\
& \beta = -\|\hat{\Delta}\|/\|\tilde{\Delta}\| \\
& Z^{(k)} = Y^{(k)} - 2\beta \hat{\Delta} + \beta^2 \tilde{\Delta} \\
& \left[ \bar{Y}^{(k)} \right]_{m,p} = e^{j \arg\{Z^{(k)}\}_{m,p}}, \ m = 1, \ldots, M; \ \\
& \quad \ p = 1, \ldots, P. \\
& \beta \leftarrow (\beta - 1)/2 \\
& Z^{(k)} = Y^{(k)} - 2\beta \hat{\Delta} + \beta^2 \tilde{\Delta} \\
& \left[ \bar{Y}^{(k)} \right]_{m,p} = e^{j \arg\{Z^{(k)}\}_{m,p}}, \ m = 1, \ldots, M; \ \\
& \quad \ p = 1, \ldots, P. \\
& \text{end while}
\end{align*}
\]
5: until convergence

IV. Simulation Results

In our simulations, we compare the performance of our proposed waveform design algorithm with that of CAN (see [5]) and the method in [19] (named as CANSong), and also present correlation properties of the waveforms generated by them. We generate unimodular sequences with random phases as the initialization for each tested design, and the same initialized sequence is used when conducting comparison. The basic method of our work, i.e., Algorithm 1, and that of [19] (see Algorithm 3 therein) converge more slowly than the corresponding accelerated algorithms while giving similar minimized ISL performance. Therefore, we use the fix-point accelerated scheme. Two stopping criteria are employed in the conducted comparisons. One is the absolute ISL difference between the current and previous iterations normalized to the initial ISL, whose threshold is set to be \( 10^{-2} \). The other is the norm of the difference between the waveform matrices obtained at the current and previous iterations, whose threshold is set to be \( 10^{-3} \). All simulations for the tested methods are conducted based on the same hardware and software platforms, and are averaged by running 50 independent trials.

In the first example, we evaluate the convergence properties (i.e., running time versus code length) of the three tested waveform designs using the first (ISL based) stopping criterion. The number of designed waveforms is \( M = 4 \), and the code length \( P \) is varying from 20 to 200 with step size 20. Fig. 1 shows the performance comparison of the three waveform design. It can be seen from Fig. 1(a) that our proposed design and the design of [19] always outperform the CAN design in convergence rate in terms of the consumed time. It costs our proposed waveform design nearly the same running time as the design of [19] to obtain optimized waveforms when the code length is relatively smaller (i.e., from 20 to 80). However, our proposed design behaves increasingly better than the method of [19] when larger code length is selected, and indeed this superiority becomes obvious when both the code length and the number of waveforms are significantly large. Fig. 1(b) shows the corresponding achieved ISL of the three tested waveform designs. It can be seen from Fig. 1(b) that the three designs nearly achieve the same ISL, where the results are shown with overlapping graphic shapes. Indeed, the ISLs achieved by our proposed design and that of [19] are better than that achieved by the CAN algorithm, however, the difference is quite small (less than \( 10^{-5} \) dB).

In the second example, we evaluate the convergence properties of the three tested designs using the second (waveform based) stopping criterion. The number of waveforms is \( M = 2 \), and the code length \( P \) is varying from 10 to 100 with step size 10. Fig. 2 shows the performance comparisons of the three waveform designs. Similar to Fig. 1, it can be seen from Fig. 2(a) that both our proposed design and the design of [19] outperform the CAN design in convergence rate with respect to the consumed time, and again our proposed design behaves increasingly better than that of [19] for larger code lengths. It can also be seen from Fig. 2(b) that the obtained ISL of the three tested designs are again quite close to each other, and the corresponding difference is smaller. Compared to the previous results, we remark that using the waveform based stopping criterion to obtain a desired ISL for all these waveform designs is generally faster than the case using the ISL based criterion.

In the third example, we present the correlation properties of waveforms optimized by the three tested designs using the ISL based stopping criterion. The corresponding waveform design parameters are \( M = 2 \) and \( P = 256 \). The normalized auto- and cross-correlations of the two designed waveforms are
shown in the sub figures of Fig. 3. It can be seen from Fig. 3 that the auto- and cross-correlations for the three tested designs are close to each other, which coincides with the ISL results in the previous two examples. The worst sidelobe level for the auto-correlation is about \(-23\) dB, while the worst sidelobe level for the cross-correlations is around \(-20\) dB.

V. CONCLUSION

An efficient method for designing multiple unimodular waveforms with good correlation properties that can be used for MIMO radar has been developed. We have employed ISL minimization of the waveforms as the designing criterion, and have formulated the ISL minimization based design as a quartic optimization problem. This quartic optimization problem has been converted into a quadratic form and then solved by means of MaMi technique. We have properly selected the majorized function for the objective function of the quadratic optimization problem, which is used by MaMi in order to find the corresponding solution. The proposed algorithms have shown good correlations of the designed waveforms and faster convergence as compared to its counterparts.
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