








“C19BA” we observe that the gazer’s head rotations, relative
to the camera, are extreme in comparison to those of the rest of
the data set. We surmise that gaze measurement performance
of OpenFace is worse when there are large head rotation
angles. Our approach could potentially be refined to account
for some of these factors.

During the first experiment we performed an informal test
of different focal length parameters. We tested the maximum
and minimum settings of the lens focal lengths. We found
that after the scaling operation the resulting x,y values were
identical for all settings. A consequence of this is that the
first and second methods can be performed on any video
file without the knowledge of the focal length settings. The
relative distances between the clusters will be the same once
they are scaled. This allows for the use of these algorithms
in a wide variety of applications. Practical applications of our
unsupervised approach to gaze aversion detection could be:
large scale analysis of online videos (e.g YouTube videos),
automatic analysis of audience interest, and automatic labeling
of conversational data sets.

VII. CONCLUSIONS

We have presented a framework for detecting conversational
gaze aversion from gaze vectors and pose measurements that
uses SC as its core algorithm. Three methods were introduced
for creating separable clusters of gaze directions to improve
the performance of the classification. In our first method we
perform a summation of the gaze directions. In our second
method we remove the head pose component. In the third
method we use an estimate of the camera locations to project
the gaze vectors onto a hyperplane that is created by the
target’s pose location. Our unsupervised approach to gaze
aversion classification is one that could be extended. More
features, such as temporal information, could be added to
improve the classification performance. We also note that the
three different methods could be used with different clustering
algorithms apart from SC, such as hierarchical clustering
methods. The first two methods can also be applied to video
files where the camera’s intrinsic parameters are unknown. The
performance of our approach should improve as appearance-
based methods of gaze tracking improve.
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