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Abstract—The identification of bilinear forms is a challenging problem since its parameter space may be very large and the adaptive filters should be able to cope with this aspect. Recently, the recursive least-squares tailored for bilinear forms (namely RLS-BF) was developed in this context. In order to reduce its computational complexity, two versions based on the dichotomous coordinate descent (DCD) method are proposed in this paper. Simulation results indicate the good performance of these algorithms, with appealing features for practical implementations.
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I. INTRODUCTION

The recursive least-squares (RLS) algorithm [1], [2] represents an appealing choice for system identification problems. Its popularity is mainly related to its fast convergence rate, which outperforms by far the family of least-mean-square (LMS) algorithms. However, the price to pay is a higher computational complexity. Nevertheless, several solutions to reduce the complexity of the RLS algorithm were developed [1]. More recently, the dichotomous coordinate descent (DCD) method proposed by Zakharov and co-authors [3]–[5] proved to be one of the most attractive approaches. Consequently, the resulting RLS-DCD algorithm [4] was successfully applied for system identification problems, e.g., [6], [7].

The system identification problems are more challenging when the parameter space becomes larger [8], [9]. Such frameworks can be found in conjunction with different applications, e.g., [10]–[13]. Most of these approaches are related to the identification of bilinear/trilinear forms, based on tensor decomposition and modelling. In this manner, different problems of high dimension can be reformulated, so that low-dimension techniques are “tensored” together [14].

In this paper, we focus on the identification of bilinear forms; in this context, the bilinear term is defined with respect to the impulse responses of a spatiotemporal model, which resembles a multiple-input/single-output (MISO) system. In [15], an iterative Wiener filter was developed for the identification of such bilinear forms, while [16] provides an analysis of the conventional adaptive algorithms designed for this purpose. The RLS algorithm tailored for the identification of bilinear forms (namely RLS-BF) was also introduced in [16].

Since the complexity of the RLS-BF algorithm could be quite large for practical implementations, we further develop in this paper two low-complexity versions based on the DCD method. Simulation results indicate the good performance of the proposed algorithms, which could represent appealing solutions for bilinear system identification problems.

II. BILINEAR MODEL AND THE RLS-BF ALGORITHM

In this work, the reference signal is defined in the context of a simplified MISO system as

\[ d(t) = h^T X(t) g + w(t) = y(t) + w(t), \]  

(1)

where \( h \) and \( g \) are the two impulse responses of the system of lengths \( L \) and \( M \), respectively,

\[ X(t) = \begin{bmatrix} x_1(t) & x_2(t) & \cdots & x_M(t) \end{bmatrix} \]  

(2)

is the zero-mean multiple-input signal matrix of size \( L \times M \), \( x_m(t) = \begin{bmatrix} x_m(t) & x_m(t-1) & \cdots & x_m(t-L+1) \end{bmatrix}^T \) is a vector containing the \( L \) most recent time samples of the \( m \)-th \( (m = 1, 2, \ldots, M) \) input signal, and \( w(t) \) is the zero-mean additive noise. It is assumed that all the signals are real valued, and \( X(t) \) and \( w(t) \) are uncorrelated. The output signal \( y(t) \) represents the bilinear form (in \( h \) and \( g \)).

On the other hand, based on the vectorization operation (i.e., conversion of a matrix into a vector [17]), the matrix \( X(t) \) of size \( L \times M \) can be rewritten as a vector of length \( ML \), i.e., \( \text{vec} \{ X(t) \} = \mathbf{x}(t) \). Therefore, the output signal \( y(t) \) results in

\[ y(t) = \text{tr} \left[ (hg^T)X(t) \right] = \text{vec}^T (hg^T) \text{vec} \{ X(t) \} \]

\[ = (g \otimes h)^T \mathbf{x}(t) = f^T \mathbf{x}(t), \]  

(3)

where \( \text{tr}[\cdot] \) denotes the trace of a square matrix, \( \otimes \) is the Kronecker product, and \( f = g \otimes h \) is the global impulse response of length \( ML \), which is the Kronecker product between...
the individual impulse responses $g$ and $h$. Consequently, the reference signal in (1) becomes

$$d(t) = f^T \tilde{x}(t) + w(t). \quad (4)$$

The goal is to identify the temporal and spatial impulse responses $h$ and $g$ with two adaptive filters $\hat{h}(t)$ and $\tilde{g}(t)$ of lengths $L$ and $M$, respectively. Consequently, the spatiotemporal impulse response $f = g \otimes h$ can be identified with a long filter $\tilde{f}(t) = \tilde{g}(t) \otimes h(t)$ of length $ML$. It is clear from (1) that

$$y(t) = h^T X(t) g = (h/\eta) \tilde{T} X(t) (\eta g),$$

where $\eta \neq 0$ is a real-valued number. Hence, the pair $h/\eta$ and $\eta g$ is equivalent to the pair $h$ and $g$ in the bilinear form. This implies that we can only identify $h(t)$ and $\tilde{g}(t)$ up to a scaling factor. On the other hand, since $f = g \otimes h = (\eta g) \otimes (h/\eta)$, the global impulse response will be identified with no scaling ambiguity. Therefore, to evaluate the identification of the individual impulse responses, we should use the normalized projection misalignment, as defined in [18], while the identification of the global filter should be evaluated with the usual normalized misalignment, which is defined as $\|f - \tilde{f}(t)\|^2 / \|f\|^2$, where $\|\cdot\|$ denotes the Euclidean norm.

In this bilinear context, the estimated signal is $\hat{y}(t) = \hat{h}^T (t-1) X(t) \tilde{g}(t-1)$, so that the error signal results in

$$e(t) = d(t) - \hat{y}(t) = d(t) - \hat{h}^T (t-1) X(t) \tilde{g}(t-1) = d(t) - \left[\tilde{g}(t-1) \otimes \hat{h}(t-1)\right]^T \hat{x}(t) = d(t) - \tilde{f}^T (t-1) \tilde{x}(t) = d(t) - \tilde{h}^T (t-1) x(t) = d(t) - \tilde{g}^T (t-1) \tilde{x}(t) = d(t) - \tilde{h}^T (t-1) x(t) = d(t) - \tilde{g}^T (t-1) \tilde{x}(t), \quad (5)$$

with the notation $\tilde{x}(t) = \left[\tilde{g}(t-1) \otimes I_L\right]^T \hat{x}(t)$ and $\tilde{x}(t) = \left[I_M \otimes \hat{h}(t-1)\right]^T \tilde{x}(t)$, where $I_L$ and $I_M$ are the identity matrices of sizes $L \times L$ and $M \times M$, respectively.

Following the least-squares (LS) error criterion [1], we define the cost functions $J_{\tilde{g}}[\hat{h}(t)]$ and $J_{\tilde{h}}[\tilde{g}(t)]$ as

$$J_{\tilde{g}}[\hat{h}(t)] = \sum_{i=1}^{t} \lambda_{\tilde{g}} \frac{(d(i) - \tilde{h}^T (i) x(i))^2}{\lambda_{\hat{h}}},$$

$$J_{\tilde{h}}[\tilde{g}(t)] = \sum_{i=1}^{t} \lambda_{\tilde{h}} \frac{(d(i) - \tilde{g}^T (i) x(i))^2}{\lambda_{\tilde{h}}},$$

where $\lambda_{\tilde{g}} (0 < \lambda_{\tilde{g}} < 1)$ and $\lambda_{\tilde{h}} (0 < \lambda_{\tilde{h}} < 1)$ are the forgetting factors. The minimization of $J_{\tilde{g}}[\hat{h}(t)]$ and $J_{\tilde{h}}[\tilde{g}(t)]$ with respect to $\hat{h}(t)$ and $\tilde{g}(t)$, respectively, lead to the normal equations [1]:

$$R_{\tilde{g}}(t) \hat{h}(t) = p_{\tilde{g}}(t), \quad (6)$$

$$R_{\tilde{h}}(t) \tilde{g}(t) = p_{\tilde{h}}(t), \quad (7)$$

where

$$R_{\tilde{g}}(t) = \lambda_{\hat{h}} R_{\tilde{g}}(t-1) + \tilde{x}(t) \tilde{x}(t)^T,$$

$$p_{\tilde{g}}(t) = \lambda_{\hat{h}} p_{\tilde{g}}(t-1) + \tilde{x}(t) d(t),$$

$$R_{\tilde{h}}(t) = \lambda_{\tilde{g}} R_{\tilde{h}}(t-1) + \tilde{x}(t) \tilde{x}(t)^T,$$

$$p_{\tilde{h}}(t) = \lambda_{\tilde{g}} p_{\tilde{h}}(t-1) + \tilde{x}(t) d(t).$$

Using the matrix inversion lemma [1] to update $R_{\tilde{g}}^{-1}(t)$ and $R_{\tilde{h}}^{-1}(t)$, the RLS algorithm for bilinear forms, namely RLS-BF, was developed in [16]. Simulations in [16] show that the RLS-BF algorithm outperforms its LMS-based counterparts especially in terms of convergence rate. The price to pay is a significant increase in the computational complexity.

### III. LOW COMPLEXITY RLS-BF ALGORITHMS

The RLS-BF algorithm [16] has a computational complexity proportional to $O(L^2 + M^2)$. In order to reduce this computational amount, the approach presented in this section is based on transforming the sequences of the normal equations (6) and (7) into a sequence of auxiliary normal equations [4]. Further, these auxiliary normal equations are solved by using efficient iterative techniques, like the DCD algorithm [3–5].

Let us assume that the normal equations from (6) and (7) are approximately solved at time instant $t-1$ and the approximate solutions $\hat{h}(t-1)$ and $\tilde{g}(t-1)$ are available. In this framework, the residual vectors of the solutions can be defined as

$$r_{\tilde{g}}(t-1) = p_{\tilde{g}}(t-1) - R_{\tilde{g}}(t-1) \hat{h}(t-1), \quad (12)$$

$$r_{\tilde{h}}(t-1) = p_{\tilde{h}}(t-1) - R_{\tilde{h}}(t-1) \tilde{g}(t-1). \quad (13)$$

Next, based on the notation $\Delta \hat{h}(t) = \hat{h}(t) - \tilde{h}(t-1)$ and $\Delta \tilde{g}(t) = \tilde{g}(t) - \hat{g}(t-1)$, the normal equations (6)–(7) become

$$R_{\tilde{g}}(t) \left[\hat{h}(t-1) + \Delta \hat{h}(t)\right] = p_{\tilde{g}}(t), \quad (14)$$

$$R_{\tilde{h}}(t) \left[\tilde{g}(t-1) + \Delta \tilde{g}(t)\right] = p_{\tilde{h}}(t). \quad (15)$$

Furthermore, using the notation

$$\Delta R_{\tilde{g}}(t) = R_{\tilde{g}}(t) - R_{\tilde{g}}(t-1),$$

$$\Delta p_{\tilde{g}}(t) = p_{\tilde{g}}(t) - p_{\tilde{g}}(t-1),$$

$$\Delta R_{\tilde{h}}(t) = R_{\tilde{h}}(t) - R_{\tilde{h}}(t-1),$$

$$\Delta p_{\tilde{h}}(t) = p_{\tilde{h}}(t) - p_{\tilde{h}}(t-1),$$

and taking (12) and (13) into account, the systems of equations (4)–(5) can be rewritten as

$$R_{\tilde{g}}(t) \Delta \hat{h}(t) = \tilde{p}_{\tilde{g}}(t), \quad (20)$$

$$R_{\tilde{h}}(t) \Delta \tilde{g}(t) = \tilde{p}_{\tilde{h}}(t), \quad (21)$$

where

$$\tilde{p}_{\tilde{g}}(t) = r_{\tilde{g}}(t-1) + \Delta \tilde{g}(t),$$

$$\tilde{p}_{\tilde{h}}(t) = r_{\tilde{h}}(t-1) + \Delta \hat{h}(t).$$

The systems from (20) and (21) represent the auxiliary normal equations, which have to be solved instead of the conventional systems from (6) and (7), respectively.

Based on the notation from (16) and (18), the updates of the correlation matrices become

$$\Delta R_{\tilde{g}}(t) = (\lambda_{\hat{h}} - 1) R_{\tilde{g}}(t-1) + \tilde{x}(t) \tilde{x}(t)^T,$$

$$\Delta R_{\tilde{h}}(t) = (\lambda_{\tilde{g}} - 1) R_{\tilde{h}}(t-1) + \tilde{x}(t) \tilde{x}(t)^T,$$

By multiplying (24) to the right with $\hat{h}(t-1)$, then taking (12) and (22) into account, and finally using the update (9) together with the error signal, we get

$$\tilde{p}_{\tilde{g}}(t) = \lambda_{\hat{h}} r_{\tilde{h}}(t-1) + \tilde{x}(t) e(t). \quad (26)$$
which should be used to evaluate the right-hand term of (21).

In the framework of (20)–(21), we need to use an iterative method to obtain $\Delta \hat{h}(t)$ and $\Delta \hat{g}(t)$. In addition, it would be useful if this method could also provide the residual vectors $r_{h}(t)$ and $r_{g}(t)$ in a more computationally efficient manner as compared to (12) and (13). To this purpose, the line search methods can be considered [20], [21]. In this context, solving the auxiliary normal equations (20)–(21) is equivalent to minimizing the quadratic functions 

$$J_{g} \left[ \Delta \hat{h}(t) \right] = 0.5 \Delta \hat{h}^{T}(t) R_{g}(t) \Delta \hat{h}(t) - \Delta \hat{h}^{T}(t) \tilde{p}_{h}(t)$$

$$J_{h} \left[ \Delta \hat{g}(t) \right] = 0.5 \Delta \hat{g}^{T}(t) R_{h}(t) \Delta \hat{g}(t) - \Delta \hat{g}^{T}(t) \tilde{p}_{h}(t).$$

The basic procedure of a line search method can be summarized as follows. At each iteration, the solutions $\Delta \hat{h}(t)$ and $\Delta \hat{g}(t)$ are updated in the directions $d_{\tilde{h}}(t) = d_{\tilde{h}}^{T}(t) r_{h}(t)$ and $d_{\tilde{g}}(t) = d_{\tilde{g}}^{T}(t) r_{g}(t)$, respectively, such that $d_{\tilde{h}}^{T}(t) r_{h}(t) \neq 0$ and $d_{\tilde{g}}^{T}(t) r_{g}(t) \neq 0$ (i.e., the solutions are chosen to be non-orthogonal to the residual vectors $r_{h}(t)$ and $r_{g}(t)$, respectively). In this case, the functions to be minimized are $J_{g} \left[ \Delta \hat{h}(t) + \alpha d_{\tilde{g}}(t) \right]$ and $J_{h} \left[ \Delta \hat{g}(t) + \alpha d_{\tilde{g}}(t) \right]$, where the step size $\alpha$ is selected according to the chosen method.

In this work, the auxiliary normal equations from (20)–(21) are solved by using the DCD algorithm with a leading vector $[4]$. The step-size $\alpha$ takes one of $M_{\tilde{h}}$ predefined values within an amplitude range $[-H, H]$ [3]. If the value of $H$ is properly chosen, the values of the step-size $\alpha$ correspond to the powers of two and are associated with the bits comprising the binary representation of each computed value in the solution vectors $\Delta \hat{h}(t)$ and $\Delta \hat{g}(t)$. Due to the quantized step-size $\alpha$ (i.e., powers of two), the DCD algorithm does not need multiplications or divisions (these operations are simply replaced by bit-shifts), but only additions; thus, it is well suited for hardware implementation. The method has “unsuccessful” iterations (i.e., without updates of the solution vectors) and “successful” iterations, when $\Delta \hat{h}(t)$ and $\Delta \hat{g}(t)$ are updated, and the residual vectors are adjusted to reflect the changes in the solution vectors. The maximum number of allowed updates or “successful” iterations, $N_{\text{uf}}$, has to be a priori selected. In practice, the value of $N_{\text{uf}}$ is much smaller as compared to the length of the filter.

In the bilinear context, the arithmetic complexity of the DCD algorithm is proportional to $N_{\text{uf}}(L + M)$ additions. Consequently, the complexity associated to the matrix inversion is greatly reduced as compared to the RLS-BF algorithm, which is based on the matrix inversion lemma and needs $O(L^{2} + M^{2})$ operations. Due to the lack of space, we do not further detail the DCD algorithm; implementation aspects are given in [5].

The resulting RLS-DCD algorithm for bilinear forms, namely RLS-DCD-BF (basic version), is summarized in Table I. In terms of computational complexity, an expensive step of the algorithm is related to the evaluation of the correlation matrices, i.e., $R_{g}(t)$ and $R_{h}(t)$ in step 1. In case of the conventional RLS-DCD algorithm [4], the input data vector has the time-shift property, which further allows to reduce the complexity of this step (by computing only the first column of the correlation matrix). In the bilinear context, the vectors $\tilde{x}_{g}(t)$ and $\tilde{x}_{h}(t)$ do not have such a property, which brings additional challenges.

Let us first examine the structure of the vector $\tilde{x}_{g}(t)$. This can be expressed as

$$\tilde{x}_{g}(t) = [\tilde{g}(t - 1) \otimes I_{L}]^{T} \tilde{x}(t) = \sum_{m=1}^{M} \tilde{g}_{m}(t - 1) x_{m}(t)$$

$$= \left[ \sum_{m=1}^{M} \tilde{g}_{m}(t - 1) x_{m}(t) \cdots \sum_{m=1}^{M} \tilde{g}_{m}(t - 1) x_{m}(t - L + 1) \right]^{T},$$

where $\tilde{g}(t) = [\tilde{g}_{1}(t) \tilde{g}_{2}(t) \cdots \tilde{g}_{M}(t)]^{T}$ and the input signals are defined in (2). In the steady-state, when $\tilde{g}(t) \approx \tilde{g}(t - 1)$, we can see that $\tilde{x}_{g}(t)$ owns (to some extent) the time-shift property. Consequently, since the matrix $R_{g}(t)$ is symmetric, only its first column could be computed, i.e.,

$$R_{g}^{(1)}(t) = \lambda_{h} R_{g}^{(1)}(t - 1) + \tilde{x}_{g}(t) \tilde{x}_{g}^{(1)}(t),$$

where $\tilde{x}_{g}^{(1)}(t)$ denotes the first element of the vector $\tilde{x}_{g}(t)$. Moreover, the lower-right $(L - 1) \times (L - 1)$ block of $R_{g}(t)$ can be approximated by the $(L - 1) \times (L - 1)$ upper-left block of the matrix $R_{g}(t - 1)$. Using this approach for evaluating $R_{g}(t)$ in step 1 of the RLS-DCD-BF algorithm, we can obtain an approximate version, namely RLS-DCD-BF-v1, with lower computational complexity, i.e., $O(L + M^{2})$.

Next, let us examine the vector $\tilde{x}_{h}(t)$, which is

$$\tilde{x}_{h}(t) = \left[ I_{M} \otimes \tilde{h}(t - 1) \right]^{T} \tilde{x}(t) = \left[ \tilde{h}^{T}(t - 1) x_{1}(t) \cdots \tilde{h}^{T}(t - 1) x_{M}(t) \right]^{T}.$$
Clearly, the vector $\tilde{x}_h(t)$ does not have the time-shift property. However, the matrix $R_h(t)$ is symmetric. In fact, this matrix represents an estimate of the correlation matrix $R_h(t) = E[\tilde{x}_h(t)\tilde{x}_h^T(t)]$, where $E[\cdot]$ denotes mathematical expectation. The terms on the main diagonal of this matrix are $E[\tilde{h}^T(t - 1)x_m(t)x_m^T(t)\tilde{h}(t - 1)]$, $m = 1, 2, \ldots, M$. Let us assume that the covariance matrices of the inputs are close to a diagonal one, i.e., $E[x_m(t)x_m^T(t)] \approx \sigma_x^2 I_M$, $m = 1, 2, \ldots, M$. This is a fairly restrictive assumption on the input signals; however, it has been widely used to simplify the development in different scenarios [1], [22]. Also, let us consider that the input signals are independent and have the same power, i.e., $\sigma_x^2 \approx \sigma_x^2$, $m = 1, 2, \ldots, M$. Consequently,

$$
E[\tilde{h}^T(t - 1)x_m(t)x_m^T(t)\tilde{h}(t - 1)] = \text{tr}\left\{E[x_m(t)x_m^T(t)]E[\tilde{h}(t - 1)\tilde{h}^T(t - 1)]\right\}
$$

$$
\approx \sigma_x^2 E[\|\tilde{h}(t - 1)\|^2].
$$

Hence, $R_h(t) \approx \sigma_x^2 E[\|\tilde{h}(t - 1)\|^2]I_M$. Under these circumstances, we can also assume that $R_h(t)$ tends to a diagonal matrix, so that it could be efficiently updated similar to (28). In other words, only its first column could be computed, i.e.,

$$
R_h^{(1)}(t) = \lambda_g R_h^{(1)}(t - 1) + \tilde{x}_h^{(1)}(t),
$$

(29)

where $\tilde{x}_h^{(1)}(t)$ denotes the first element of the vector $\tilde{x}_h(t)$. Also, the lower-right $(M - 1) \times (M - 1)$ block of $R_h(t)$ can be approximated by the $(M - 1) \times (M - 1)$ upper-left block of the matrix $R_h(t - 1)$. Using both (28) and (29) in step 1 of the RLS-DCD-BF algorithm from Table I, we obtain a second approximate version, namely RLS-DCD-BF-v2, with a computational complexity proportional to $O(L + M)$.

The complexity orders reported before refer to steps 1–5 in Table I. In addition, the computation of $\tilde{x}_g(t)$ and $\tilde{x}_h(t)$ requires $2ML$ multiplications and $2ML - (L + M)$ additions; this amount is proportional to the length of the global filter.

**IV. SIMULATION RESULTS**

Simulations are performed from a system identification perspective, in the framework of the MISO system described in Section II. The two impulse responses are randomly generated (with Gaussian distribution). The length of the first impulse response $h$ is $L = 64$, while the length of $g$ is $M = 8$ (in Figs. 1 and 3) or $M = 2$ (in Fig. 2). In order to evaluate the tracking capabilities of the algorithms, an abrupt change of the system is simulated in the middle of all the experiments (by generating two new random impulse responses). The input signals $x_m(t)$, $m = 1, 2, \ldots, M$ are either AR(1) processes [each one of them is generated by filtering a white Gaussian noise through a first-order system $1/(1 - 0.8z^{-1})$] or speech sequences; the sampling rate is 8 kHz. The additive noise $v(t)$ is white and Gaussian. The signal-to-noise ratio (SNR)

is defined as $\sigma_v^2/\sigma_w^2$, where $\sigma_v^2$ and $\sigma_w^2$ are the variances of $v(t)$ and $w(t)$, respectively; in our experiments, we set SNR = 30 dB. The performance measure is the normalized misalignment (in dB), to evaluate the identification of the global impulse response $f = g \otimes h$ (of length $ML$).

The algorithms involved in the experiments are the RLS-BF [16], the proposed DCD-based versions (i.e., RLS-DCD-BF-v1 and RLS-DCD-BF-v2), and the regular RLS-DCD algorithm [4] (which can also be used for the identification of the global impulse response $f$). The RLS-DCD algorithm [4] results based on the input signal $\tilde{x}(t)$, the reference signal from (4), and the error signal from the second line of (5). Its derivation is similar to the one presented in [4]; however, since $\tilde{x}(t)$ does not have an exact time-shift property, an approximation similar to (28) should be used. In addition, we should note that the solution based on the regular RLS-DCD algorithm involves an adaptive filter of length $ML$, while the proposed RLS-DCD-BF versions use two shorter filters of lengths $L$ and $M$, respectively, which is more convenient in practice. Different values of the forgetting factors are used in the experiment; also, the DCD-based algorithms use $N_0 = 16$ and different values of $N_u$ (details are provided in each experiment). In the first experiment, the input signals are AR(1) processes. As we can notice in Fig. 1, the performance of RLS-BF and RLS-DCD-BF-v1 algorithms are almost identical, while the RLS-DCD-BF-v2 algorithm has a slightly higher misalignment and a slower tracking reaction [due to the approximation in (29)]. The regular RLS-DCD algorithm needs a high value of the forgetting factor to obtain a good tracking reaction, paying with a significant increase of the misalignment. Most important, the DCD-based algorithms obtain good performance even for $N_u = 1$, which represents a significant gain in terms of computational complexity.

Next, we consider that the input signals are dependent (similar to a Hammerstein model [23]). Here, we choose $M = 2$, i.e., $x_m(t) = x_m(t)$, $m = 1, 2$, where $x(t)$ is an AR(1) process. The results are presented in Fig. 2. As we can
to the approximation used to evaluate notice, the RLS-DCD-BF-v2 algorithm has a slower initial computational complexity are lower as compared to the RLS-BF algorithm (which is based on the matrix inversion lemma). The performance of the RLS-DCD-BF-v1 is basically identical to the RLS-BF algorithm, while the RLS-DCD-BF-v2 behaves well in most of the scenarios (owning the lowest computational complexity). Future work will focus on variable regularized versions of these algorithms, aiming to improve their robustness in different noisy conditions.

V. CONCLUSIONS AND PERSPECTIVES

In this paper, we have proposed two versions of the RLS-DCD algorithm tailored for the identification of bilinear forms, namely RLS-DCD-BF-v1 and RLS-DCD-BF-v2. Their computational complexity are lower as compared to the RLS-BF algorithm. The performance of the RLS-DCD-BF-v1 is basically identical to the RLS-BF algorithm, while the RLS-DCD-BF-v2 behaves well in most of the scenarios (owning the lowest computational complexity). Future work will focus on variable regularized versions of these algorithms, aiming to improve their robustness in different noisy conditions.
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