Abstract—Traditional model-order selection for canonical correlation analysis infers latent correlations between two sets of noisy data. In this scenario it is enough to count the number of correlated signals, and thus the model order is a scalar. When the problem is generalized to a collection of three or more data sets, signals can demonstrate correlation between all sets or some subset, and one number cannot completely describe the correlation structure. We present a method for estimating multiset correlation structure that combines source extraction in the style of joint blind source separation with pairwise model order selection. The result is a general technique that describes the complete correlation structure of the collection.
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I. INTRODUCTION

Canonical correlation analysis (CCA) and its multiset generalization (MCCA) are perhaps the most commonly used tools for describing the linear association between sets of variables [1]–[3]. The ease of implementation and interpretability of these techniques has led to applications in climate science, genomics, visual tracking, and data fusion, to name a few [4]–[8]. However, estimates of the correlation coefficients generated from observed data can be significantly distorted, to the point that separating the true correlations from spurious correlations due to noise is a nontrivial task. The problem of identifying correlated signal components is exacerbated for a collection of multiple data sets that distinguishes and enumerates the components that are correlated. To the best of our knowledge these techniques has led to applications in climate science, genomics, visual tracking, and data fusion, to name a few [4]–[8].

The goal of this work is to detect the correlation structure present across multiple data sets. We present a method for determining the number of signal components correlated across more than one set from a collection and across which data sets these components are correlated. To the best of our knowledge this is the first attempt to characterize the correlation structure of multiple data sets that distinguishes and enumerates the correlations between subsets of the total collection. Previous works in this area include methods for determining the number of correlated components between just two data sets [9], [10], or when there are more than two data sets, the total number of correlated components [6] and the number of components correlated strictly across all sets [11]–[13].

As is common in CCA, the proposed technique determines linear combinations of signal components, called canonical variates, from each data set at each stage of the algorithm [1]. The canonical variates are chosen such that they are highly correlated with those from the other sets at each stage, but uncorrelated with the canonical variates from within a set at different stages, as suggested by [2]. This extraction process has also been studied in the joint blind source separation (BSS) regime, where the canonical variates are referred to as extracted sources or endmembers. See, for example [14]. After obtaining the complete collection, inner products of same-stage canonical variates estimate each signal component’s correlation between a pair of data sets. The number of significant correlations for each pair is determined using a method that applies a series of binary hypothesis tests based on the Bartlett-Lawley statistic [9]. The significant correlations are then identified with the canonical variates that have the largest inner products, and thus correlated components can be resolved at each stage whether or not they span all sets.

II. PROBLEM STATEMENT

We consider the $P$-set model

$$
\mathbf{x}_p = \mathbf{A}_p \mathbf{s}_p + \mathbf{v}_p \quad \text{for} \quad p = 1, \ldots, P. \tag{1}
$$

The mixing matrices, $\mathbf{A}_p \in \mathbb{R}^{n_p \times m_p}$, are deterministic but unknown with full column rank and unknown $m_p \leq n_p$. The signals, $\mathbf{s}_p \in \mathbb{R}^{m_p}$, are jointly Gaussian random vectors whose components have zero mean and standard deviation $\sigma_p(i)$ for $i = 1, \ldots, m_p$. The cross-covariance matrices are diagonal for $p \neq q$ and $q = 1, \ldots, P$,

$$
\Sigma_{pq} = \text{diag}(\rho_{11}^{pq}, \sigma_1^{pq}, \ldots, \rho_{m_p m_q}^{pq}, \sigma_{m_p}^{pq}) \tag{2}
$$

where $m_{pq} = \min\{m_p, m_q\}$ and $\rho_{ij}^{pq}$ is the unknown (possibly zero) correlation coefficient between the $i$th components in $\mathbf{s}_p$ and $\mathbf{s}_q$. The assumption of diagonal cross-covariance matrices is a restriction but a common one in multiset BSS, because it leads to nice separability conditions for the sources [14]. We assume the auto-covariance matrices $\Sigma_{pp}$ are diagonal (which can be done without loss of generality). The noise vectors $\mathbf{v}_p \in \mathbb{R}^{n_p}$ are independent of the signals and of each other. They are zero-mean Gaussian with unknown variance, but not necessarily white.

Problem: From $M$ independent and identically distributed (i.i.d.) samples jointly observed from the $P$ sets in model (1), determine the number of nonzero correlation coefficients, $d_{pq}$, for $p \neq q$. For the $j$th nonzero correlation coefficients between data sets $p$ and $q$, $\rho_{pq}^{(j)}$, identify all other values of $p$ and $q$ for which $\rho_{pq}^{(j)}$ is nonzero.
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TABLE I: The correlation structures described in Section III and used for the performance evaluations are shown in Table Ia and Table Ib. The entries represent the correlation coefficients between different data sets for each signal component.

<table>
<thead>
<tr>
<th>$s^{(1)}$</th>
<th>$p^{(i)}_{11}$</th>
<th>$p^{(i)}_{12}$</th>
<th>$p^{(i)}_{13}$</th>
<th>$p^{(i)}_{14}$</th>
<th>$p^{(i)}_{15}$</th>
<th>$p^{(i)}_{22}$</th>
<th>$p^{(i)}_{23}$</th>
<th>$p^{(i)}_{24}$</th>
<th>$p^{(i)}_{25}$</th>
<th>$p^{(i)}_{33}$</th>
<th>$p^{(i)}_{34}$</th>
<th>$p^{(i)}_{35}$</th>
<th>$p^{(i)}_{44}$</th>
<th>$p^{(i)}_{45}$</th>
<th>$p^{(i)}_{55}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s^{(2)}$</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td></td>
</tr>
<tr>
<td>$s^{(3)}$</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td></td>
</tr>
<tr>
<td>$s^{(4)}$</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td></td>
</tr>
<tr>
<td>$s^{(5)}$</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td>0.0 0 0 0 0 0</td>
<td></td>
</tr>
</tbody>
</table>

(a) CorrStruct1: A 4-set model with 2 signal components correlated across 3 sets, 1 correlated between a pair, and 2 independent.

III. MOTIVATING EXAMPLE

Suppose that we have 4 sets of data following the model in (1) with 5 signal components per set. To motivate the need for complete model selection, we describe the partial solutions provided by three existing techniques for two correlation structures defined on this model. The first structure (CorrStruct1) is defined as in Table Ia. Each element in this table shows the correlation coefficient, $p^{(i)}_{pq}$, for different values of $p$, $q$, and $i$. There are 7 nonzero correlation coefficients in CorrStruct1. The first signal component has a correlation coefficient of 0.9 in sets 2-4, so we have $p^{(1)}_{23} = p^{(1)}_{24} = p^{(1)}_{34} = 0.9$. The second component has $p^{(2)}_{12} = p^{(2)}_{14} = p^{(2)}_{24} = 0.8$. The third component of sets 2 and 4 has a correlation of $p^{(3)}_{24} = 0.7$. All other component pairs are uncorrelated. The second correlation structure (CorrStruct2) also has 7 nonzero correlation coefficients, as shown in Table Ib. However, the first signal component is correlated across all sets with correlation coefficients of 0.9, and the second component is correlated in sets 2 and 4, $p^{(2)}_{24} = 0.8$. The remaining component pairs are uncorrelated.

Considering all data sets simultaneously, [12] estimates the rank of the product of all of the pairwise coherence matrices. This rank reflects the number of signals correlated strictly across all of the data sets in a collection. For CorrStruct1 this method would estimate $d_{all} = 0$ and for CorrStruct2 it would find $d_{all} = 1$.

In a second interpretation of the model order, Informative MCCA (IMCCA) method [6] finds an eigenvalue threshold to determine how many signal components in the entire collection bear nonzero correlations. With CorrStruct1 ideally the method finds $d_{total} = 3$, and for CorrStruct2 $d_{total} = 2$.

Finally, three detectors based on the maxmin PCA-CCA paradigm are implemented in [9]. The techniques jointly estimate a reduced dimensionality for two data sets and determine the number of correlated components between the pair $d_{pq}$. The first two detectors use a sequence of binary hypothesis tests based on the Bartlett-Lawley statistic, while the third applies a test based on an information theoretic criterion. The maxmin PCA-CCA strategy also plays a role in our proposed method, where the number of pairwise correlations sets a threshold for how many jointly estimated components we identify. For CorrStruct1 maxmin PCA-CCA would estimate $d_{12} = 1, d_{13} = 0, d_{14} = 1, d_{23} = 1, d_{24} = 3$, and $d_{34} = 1$. It is important to note that this method alone could not identify whether the components correlated between sets 1 and 2 are the same components correlated between data sets 2 and 3. For CorrStruct2 it would find $d_{12} = d_{13} = d_{14} = d_{23} = d_{34} = 1$ and $d_{24} = 2$.

Each of these methods casts light on one aspect of the correlation structures. In contrast, we propose a solution to identify which values of $p^{(i)}_{pq}$ are nonzero. When successful, counting the nonzero correlations down the appropriate rows or columns of our estimates for Table Ia and Table Ib will give a proxy for the model order estimated by each of these existing techniques.

IV. BACKGROUND

A. Review of Multiset Canonical Correlation Analysis

In 1971, [2] compiled a collection of new and existing criteria for analyzing the correlation of several sets of variables, which was more recently revisited by [15] to include possible constraints. Each of the criteria reduces to traditional CCA when applied to just two data sets, but provides a different perspective on the correlation structure with a larger number of data sets.

One formulation of the MCCA problem, referred to as the MAXVAR criterion, extends from traditional CCA in a natural way. Define an augmented signal vector $\mathbf{x} = [\mathbf{x}_1^T \mathbf{x}_2^T \cdots \mathbf{x}_p^T]^T$. The augmented covariance matrix between all data sets can then be constructed as

$$
\mathbf{R} = \mathbb{E}[\mathbf{x}\mathbf{x}^T] = \begin{bmatrix} 
\mathbf{R}_{11} & \mathbf{R}_{12} & \cdots & \mathbf{R}_{1P} \\
\mathbf{R}_{21} & \mathbf{R}_{22} & \cdots & \mathbf{R}_{2P} \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{R}_{P1} & \mathbf{R}_{P2} & \cdots & \mathbf{R}_{PP} 
\end{bmatrix}
$$

and we define $\mathbf{D} = \text{diag}(\mathbf{R}_{11}, \mathbf{R}_{22}, \ldots, \mathbf{R}_{PP})$.

The coherence matrix of $\mathbf{x}_p$ and $\mathbf{x}_q$ is a whitened version of their covariance matrix, and is defined by

$$
\mathbb{E}[\begin{bmatrix} \mathbf{R}^{-1/2}_{pp} \mathbf{x}_p \\
\mathbf{R}^{-1/2}_{qq} \mathbf{x}_q 
\end{bmatrix}^T \begin{bmatrix} \mathbf{R}^{-1/2}_{pp} \mathbf{x}_p \\
\mathbf{R}^{-1/2}_{qq} \mathbf{x}_q 
\end{bmatrix}] = \mathbf{R}^{-1/2}_{pp} \mathbf{R}_{pq} \mathbf{R}^{-1/2}_{qq}.
$$


The augmented coherence matrix for the collection is then constructed similarly as $R_{pp}^{1/2}RR_{pp}^{-1/2}$. MCCA with the MAXVAR criterion searches for a vector $w^{(j)} \in \Sigma_{nP}^{p-1}n_p$ that solves

$$
\arg \max_{w^{(j)} \in \Sigma_{nP}^{p-1}n_p} w^{(j)^T}R_D^{-1/2}RR_D^{-1/2}w^{(j)}
$$

(5)

at the $j$th stage for $j = 1, \ldots, \min\{n_p, p\}$, and is often required to satisfy the constraints

$$
w^{(j)^T}w^{(j)} = 1 \quad \text{and} \quad w^{(j)^T}w^{(k)} = 0 \quad \text{for} \quad k < j.
$$

(6)

The solution vector $w^{(j)}$ contains coefficients for a linear combination of the signal components in each data set. The random variable created for each set by this linear combination, $z_p^{(j)} = w^{(j)^T}R_{pp}^{-1/2}x_p$, is referred to as the $j$th stage canonical variate of the $p$th data set. The coefficients for each data set are concatenated in the coefficient vectors in a particular data set to be uncorrelated, as in Equation (2). In other words, $\hat{X}_p = \hat{F}_p\hat{K}_pG_p^T$ be a compact SVD so that the pairwise coherence matrices are written as $\hat{R}_{pp}^{-1/2}\hat{R}_{pq}\hat{R}_{pq}^{-1/2} = \hat{F}_pG_p^T\hat{F}_qG_q^T$. If we define $\hat{F} = \text{diag}(\hat{F}_1, \hat{F}_2, \ldots, \hat{F}_P)$ and $G = [G_1G_2\ldots G_P]$, the sample augmented coherence matrix is then $\hat{F}\hat{G}\hat{G}^T$.

In the first stage, $\hat{z}^{(1)}$ is the dominant eigenvector of $\hat{F}\hat{G}\hat{G}^T$, and

$$
z_p^{(1)} = \frac{\sqrt{M}(w_p^{(1)^T}F_pG_p^T)}{\|w_p^{(1)^T}F_pG_p^T\|} \in \mathbb{R}^M
$$

(8)

is a vector containing the sample canonical variates, normalized to have sample variance 1. For $j > 1$, a deflationary procedure is used to enforce (7). Define a matrix

$$
\hat{Z}_p^{(j-1)} = \begin{bmatrix}
z_p^{(1)^T} & z_p^{(2)^T} & \cdots & z_p^{(j-1)^T}
\end{bmatrix}
$$

(9)

for $p = 1, \ldots, P$, so that $\hat{X}_p = \hat{X}_p(I - \hat{Z}_p^{(j-1)}\hat{Z}_p^{(j-1)^T})$ is the deflated $p$th data set. Each compact SVD is then recomputed, $\hat{X}_p^{(j)} = \hat{F}_p^{(j)}\hat{G}_p^{(j)^T}$ for $p = 1, \ldots, P$, and $\hat{w}^{(j)}$ is the dominant eigenvector of the $j$th stage augmented sample coherence matrix. Finally, the vector containing samples of the $j$th canonical variate of data set $p$ is

$$
z_p^{(j)} = \frac{\sqrt{M}(w_p^{(j)^T}F_p^{(j)}G_p^{(j)^T})}{\|w_p^{(j)^T}F_p^{(j)}G_p^{(j)^T}\|} \in \mathbb{R}^M.
$$

(10)

V. PAIRWISE MODEL ORDER FOR MULTISET DATA

Empirical MCCA determines sets sample canonical variates, $\{\hat{z}_p^{(1)}, \ldots, \hat{z}_p^{(j)}\}$ for $j = 1, \ldots, \min\{n_p, p\}$. When these sets solve the BSS problem, the $j$th set of sample canonical variates will approximate the $j$th set of signal components (with some ambiguity about which $i$). Thus the inner products of same-stage sample canonical variates provide the sample canonical correlations, $\hat{\rho}_{pq}^{(j)} = \frac{1}{\sqrt{n_q}}\hat{z}_p^{(j)^T}\hat{z}_q^{(j)}$, and approximate the true correlations $\rho_{pq}^{(j)}$. The accuracy of this approximation is affected by numerous parameters of the observed data including the power of the noise, the number of data sets in the collection, the number of sets across which a particular signal component is correlated, and the number of observed samples. To bring this technique into the model-selection paradigm, we determine which values of $\hat{\rho}_{pq}^{(j)}$ are significant for $j = 1, \ldots, n_{pq}$ with $n_{pq} = \min\{n_p, n_q\}$ for $p \neq q$.

In the case of two data sets with $M$ samples, the sample canonical correlations are ML estimates of the true correlations. Thus the number of correlated components, $d_{pq} \leq n_{pq}$, between the random vectors $x_p \in \mathbb{R}^{n_p}$ and $x_q \in \mathbb{R}^{n_q}$ can be estimated through a series of binary hypothesis tests based on the Bartlett-Lawley statistic [17], [18]. Starting with $s = 0$ the test compares the null hypothesis $H_0 : d_{pq} = s$ with the alternative hypothesis $H_1 : d_{pq} > s$. If $H_0$ is rejected, the value of $s$ is incremented, and the test is repeated until $H_0$ is not
rejected or the maximum dimension is reached. The Bartlett-Lawley statistic,
\[
C(s) = -\left(M - s - \frac{n_p - n_q + 1}{2} + \sum_{j=1}^{s} \frac{1}{\hat{p}^{(j)}_{pq}}\right) \times \ln \prod_{j=s+1}^{n_p} \left(1 - (\hat{p}^{(j)}_{pq})^2\right),
\]
is a function of the number of correlated components, \(s\), being tested. However, parameters that include the sample canonical correlations, \(\hat{p}^{(j)}_{pq}\), and the dimensions of the data sets, \(n_p\) and \(n_q\), are also required to define the statistic. The asymptotic distribution of \(C(s)\) under \(H_0\) is \(\chi^2\) with \((n_p - s)(n_q - s)\) degrees of freedom. In the finite sample regime, this Bartlett-Lawley statistic contains a correction term to match the \(\chi^2\)-distribution. Using this statistic allows the computation of a test threshold, \(T(s)\), for each hypothesis test with a given probability of false alarm.

In the multiset scenario, \(\hat{p}^{(j)}_{pq} = |\hat{\alpha}_p^{(j)}\hat{\alpha}_q^{(j)T}|\) is not an ML estimate of the pairwise correlation coefficient. This means that \(C(s)\) for \(s = d_{pq}\) is not guaranteed to follow the \(\chi^2\) distribution, and a test based on the Bartlett-Lawley statistic will underestimate the number of correlated components. This hurdle is overcome by pairwise estimating the number of correlated components between each combination of data sets, and then identifying which of the multiset sample canonical variates for those two data sets have the highest correlations.

VI. PROPOSED MODEL SELECTION FRAMEWORK

Although the multiset sample canonical correlations are smaller than their pairwise counterparts, the jointly estimated canonical variates with the largest inner products are certainly the ones that demonstrate the greatest correlation. Thus, signal components correlated across any number of data sets can be identified using the following three-step approach.

1) Compute sample canonical variates \(\{\hat{z}_p^{(j)}, \ldots, \hat{z}_p^{(j)}\}\) for stages \(j = 1, \ldots, \min\{n_p\}_{p=1}^P\) using the MCCA method with the MAXVAR criterion and constraints (6) and (7).

2) Estimate the pairwise model order for each combination of data sets. This is done by computing ML estimates of the canonical correlations between \(x_p\) and \(x_q\), and applying the sequence of hypothesis tests based on the Bartlett-Lawley statistic to find \(d_{pq}\).

3) Identify which sample canonical variates have the largest magnitude, same-stage inner products for each pair of data sets. If \(|\hat{\alpha}_p^{(j)}\hat{\alpha}_q^{(j)T}|\) is one of the \(d_{pq}\) largest inner products for data set \(p\) and data set \(q\), a nonzero correlation is identified between the \(i\)th signal components of \(x_p\) and \(x_q\). Note that these will not necessarily correspond to stages \(1, \ldots, d_{pq}\) of the MCCA method.

In practical situations, estimates of correlation are affected by the number of observed samples. When there are few observations relative to the number of signal components, canonical correlations are overestimated. Ideally a method for multiset model selection would jointly estimate a reduced dimension for all data sets, but this is beyond the scope of the current work. However, pairwise correlation estimates can be improved in small sample scenarios with detectors based on a max min PCA-CCA paradigm. Detector 1 in [9] is one such technique, and the proposed algorithm employs this method in Step 2 to provide a better estimate of pairwise model order over the Bartlett-Lawley statistic without rank reduction.

VII. NUMERICAL EVALUATIONS

The result of the proposed method is an estimate of which correlation coefficients are nonzero, and its performance can be evaluated against the techniques in Section III by counting the number the estimated nonzero correlations in the appropriate manner. To compare with the product of coherence matrices method [12] we determine \(d_{\text{all}}\) by counting the number of rows that have a nonzero correlation in every column of the estimated versions of Table Ia and Ib. To evaluate against IMCCA [6] we estimate \(d_{\text{total}}\) by counting how many rows have at least one nonzero correlation. We do not evaluate against max min PCA-CCA [9], because it is used in the proposed method and results would be identical.

These comparisons have been simulated for data sets with \(M = 500\) samples using CorrStruct1 (Table Ia) and CorrStruct2 (Table Ib). The mixing matrices have \(n_p = 5\) orthogonal rows. Correlated signals have a variance of 10, independent signals have a variance of 3, and zero-mean white noise is added to create SNRs of \(-10\) dB to \(15\) dB. 1000 bootstrap resamplings were run for the product of coherence matrices method. The number of ‘informative’ dimensions for IMCCA was chosen to preserve 90% of the variance, and a threshold for eigenvalues associated with correlated components was estimated from empirical distributions of 1000 randomly generated data sets. For all methods, the probability of false alarm was set at 0.001, and 1000 Monte Carlo simulations were run for each experiment. Fig. 1a and Fig. 1b plot the mean accuracy for each task, that is, the number of times the estimated value was equal to the true value divided by the number of simulations. Additionally, Fig. 1c shows the precision (the number of true positives divided by the sum of the true positives and false positives) and recall (the number of true positives divided by the sum of the true positives and false negatives) for nonzero correlation coefficients using the proposed method. For all plots, the ‘o’ marker denotes CorrStruct1 and the ‘x’ marker indicates CorrStruct2. Solid purple lines show the results of the proposed method.

In Fig. 1a we see high accuracy from both the proposed method and the product of coherence matrices method (green dashed lines) in identifying the components correlated across all data sets for high SNR. With CorrStruct2 both methods eventually fail as the noise variance increases, however detection persists for lower SNR with the proposed method. The lowered accuracy is associated with both methods incorrectly estimating \(d_{\text{all}} = 1\) correlation across all data sets.

Fig. 1b shows that the proposed method outperforms IMCCA (pink dashed lines) in estimating the total number of correlated components for nearly all SNRs. The inconsistency
in the accuracy of the IMCCA method between CorrStruct1 and CorrStruct2 is due to the total number of correlated signals being underestimated in CorrStruct1, with the method often reporting $d_{\text{total}} = 2$ instead of 3.

The precision and recall plot in Fig. 1c shows that the proposed method does better with data from CorrStruct2 for high SNR, and that both precision and recall are high when the noise variance is less than or equal to that of the correlated components. When the noise is stronger than the correlated components, it is harder to identify nonzero correlation coefficients and the method tends to underestimate the number of correlated components.

**VIII. Conclusion**

We have presented a method for estimating which signals are correlated in multiple sets of data, whether between all data sets or a subset. The method provides better results than existing techniques for estimating model order, while providing more information about the overall model. Future work is required to identify necessary conditions for blind source separation, and ways of extracting sample canonical variates when those conditions are not met. Additionally, model order selection is most difficult when sample support is small, and it remains to find a method for jointly reducing the dimension of all data sets. Code for the proposed method will be made publicly available at https://github.com/SSTGroup.
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