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Abstract—To identify Hammerstein systems, a variety of Hammerstein filters have been proposed. However, most of them assume the nonlinear part in Hammerstein systems to be polynomial in the process of modeling, which restricts their applicability in many practical situations. In this paper, a simple kernel adaptive filter (KAF) called kernel least mean square (KLMS) combined with coherence criterion (CC) is used to approximate the nonlinear part of a Hammerstein system, resulting in the kernel adaptive Hammerstein filter (KAHF). The KAHF can identify various Hammerstein systems well without any prior knowledge of nonlinear part. Simulation results confirm the desirable performance of the new method.

Index Terms—Hammerstein system identification, kernel adaptive filter, infinite impulse response system

I. INTRODUCTION

The Hammerstein system, which consists of a memoryless nonlinear part followed by a linear subsystem, can describe a great deal of practical applications, such as the power amplifier [1], the wind turbine [2], the valve actuator [3], etc. Generally, the memoryless nonlinear part in the Hammerstein system can be modeled as a polynomial function, piecewise linear function, saturation function, etc [4]–[7]. As for the linear subsystem, the finite impulse response (FIR) and the infinite impulse response (IIR) are two commonly used models [8], [9].

To identify Hammerstein systems, more and more research efforts have been dedicated to developing the adaptive Hammerstein filter (AHF), thereby generating the least-mean-square based AHF [10], [11], affine-projection based AHF [12], Kalman filtering based AHF [13], and so on. These methods show powerful identification performance for Hammerstein systems. However, they focus mainly on the polynomial function based Hammerstein model, which restricts their applicability in many real world situations. When the nonlinear part is not polynomial or unknown, the performance of these methods may degrade seriously. To address this issue, a universal and efficient method for approximating the nonlinear part of the Hammerstein system is necessary.

As a class of universal approximators, the KAFs [14] are developed in a high dimensional reproducing kernel Hilbert space (RKHS) by using the linear structure (inner product) of this space to implement the traditional linear adaptive filers. Well-known KAFs include the CLMS [15], kernel affine projection algorithms (KAPAs) [16], and kernel recursive least squares (KRLS) [17]. They find successful applications in nonlinear learning tasks such as chaotic time series prediction, nonlinear channel equalization, adaptive noise cancellation, etc [18]–[20]. Overall, the KAFs have several desirable features: 1) with a universal kernel, they are universal learner, 2) under the mean square error criterion, the performance surface is quadratic in RKHS, so gradient descent learning does not suffer from local minima, and 3) they have moderate complexity in terms of computation and memory especially when the redundant features are pruned. In this work, the KAFs are considered to approximate the nonlinear part of the Hammerstein system. It is worth noting that a similar idea had been proposed in [21] and [22]. Since the FIR filter is the default choice for the linear subsystem, they can update the linear and nonlinear parameters separately. However, for practical applications, the FIR filter as the linear subsystem is, of course, not always the good choice. Moreover, once the linear subsystem is modeled as the IIR filter in [21] and [22], how to update the linear and nonlinear parameters will become an issue.

In the present paper, the KLMS is used to approximate the nonlinear part of the Hammerstein system, and the IIR filter is used to build the model for the linear part, resulting in the kernel adaptive Hammerstein filter (KAHF). Similarly to [11], the recursive iteration method is used to perform online update. Since the KLMS can approximate well any nonlinear function with a proper kernel function and step-size [14], the KAHF can perform well for any form of nonlinear subsystem. Further, to reduce the computational burden of the KAHF, the coherence criterion (CC) [23]–[25] is used to constrain the dictionary size.

II. KERNEL ADAPTIVE HAMMERSTEIN FILTER

A. Identification model

Fig. 1 shows the proposed model for identifying the Hammerstein system, in which the nonlinear part is modeled as a KAF, and the linear subsystem is modeled as an IIR filter. Without loss of generality, the input signal \( u(n) \) and the desired response \( d(n) \) that has been polluted by a disturbance noise \( v(n) \) are known. As the output of the KAF, \( \hat{z}(n) \) can be obtained by using the KLMS [14], [15] method, namely

\[
\hat{z}(n) = \sum_{l=1}^{L} \hat{p}_l(n-1) \kappa(u(n), \mathbf{D}_l(n-1)),
\]

where \( \hat{p}_l(n-1) \) is the coefficient of the KLMS, \( \mathbf{D}(n-1) = \{D_1(n-1), \ldots, D_L(n-1)\} \) represents the dictionary, and \( \kappa \)
is the kernel function. In the following, the Gaussian kernel with kernel width \( \sigma \) will be the default choice, i.e., \( \kappa(x, x') = \exp(-\|x-x'\|^2 / 2\sigma^2) \).

Regarding \( \hat{z}(n) \) as the input of the IIR filter, we get

\[
d(\hat{n}) = -\sum_{i=1}^{N} \hat{a}_i(n-1)d(n-i) + \sum_{j=0}^{M} \hat{b}_j(n-1)\hat{z}(n-j),
\]

where \( \hat{a}_i(n-1) \) is the feedback coefficient with length being \( N \), and \( \hat{b}_j(n-1) \) is the feedforward coefficient with length being \( M \). Our purpose is to make the \( \hat{d}(n) \) and \( d(n) \) close enough, so that the system can be identified well. When \( \hat{b}_0(n) = 1 \), Equation (2) can be rewritten as

\[
\hat{d}(n) = -\sum_{i=1}^{N} \hat{a}_i(n-1)\hat{d}(n-i) + \sum_{j=1}^{M} \hat{b}_j(n-1)\hat{z}(n-j) + \sum_{l=1}^{L} \hat{p}_l(n-1)\kappa(u(n), D_l(n-1)).
\]

Thus, the goal is simplified to update the coefficients \( \hat{a}_i(n-1), \hat{b}_j(n-1) \), as well as \( \hat{p}_l(n-1) \) and, meanwhile, construct the dictionary \( D_l(n-1) \) such that the estimated output is close to the desired response.

**B. Online update**

In this subsection, we adopt the recursive iteration method to update the coefficients in (3), and the CC [23]–[25] is used to construct the corresponding dictionary. Without loss of generality, the cost function is defined as

\[
J(n) = \frac{1}{2}e^2(n),
\]

where \( e(n) = d(n) - \hat{d}(n) \) is the prediction error which reflects the difference between the estimated output \( \hat{d}(n) \) and the desired response \( d(n) \). To minimize \( J(n) \), the gradients of \( J(n) \) with respect to \( \hat{a}_i(n-1), \hat{b}_j(n-1) \) and \( \hat{p}_l(n-1) \) are firstly written as

\[
\frac{\partial J(n)}{\partial \hat{a}_i(n-1)} = -e(n)\frac{\partial \hat{d}(n)}{\partial \hat{a}_i(n-1)}, \quad 1 \leq i \leq N,
\]

\[
\frac{\partial J(n)}{\partial \hat{b}_j(n-1)} = -e(n)\frac{\partial \hat{d}(n)}{\partial \hat{b}_j(n-1)}, \quad 1 \leq j \leq M,
\]

and

\[
\frac{\partial J(n)}{\partial \hat{p}_l(n-1)} = -e(n)\frac{\partial \hat{d}(n)}{\partial \hat{p}_l(n-1)}, \quad 1 \leq l \leq L.
\]

To get the explicit expression for the gradients update, we need to estimate the partial derivatives in (5), (6) and (7), respectively. For Equation (5), the partial derivative of \( \hat{d}(n) \) with respect to \( \hat{a}_i(n-1) \) is given by

\[
\frac{\partial \hat{d}(n)}{\partial \hat{a}_i(n-1)} = -d(n-i) - \sum_{s=1}^{N} \hat{a}_s(n-1)\frac{\partial \hat{d}(n-s)}{\partial \hat{a}_i(n-1)}.
\]

When the adaptation is slowly enough, there exists

\[
\frac{\partial \hat{d}(n)}{\partial \hat{a}_i(n-1)} \approx \frac{\partial \hat{d}(n)}{\partial \hat{a}_i(n)},
\]

and

\[
\frac{\partial \hat{d}(n-s)}{\partial \hat{a}_i(n-1)} \approx \frac{\partial \hat{d}(n-s)}{\partial \hat{a}_i(n-s)}.
\]

Substituting (9) and (10) into (8), we have

\[
\frac{\partial \hat{d}(n)}{\partial \hat{a}_i(n)} \approx -d(n-i) - \sum_{s=1}^{N} \hat{a}_s(n-1)\frac{\partial \hat{d}(n-s)}{\partial \hat{a}_i(n-s)}.
\]

Similarly, we get

\[
\frac{\partial \hat{d}(n)}{\partial \hat{p}_l(n)} \approx \hat{z}(n-j) - \sum_{s=1}^{N} \hat{a}_s(n-1)\frac{\partial \hat{d}(n-s)}{\partial \hat{p}_l(n-s)}.
\]

Finally, due to the space limitation, the partial derivative of \( \hat{d}(n) \) with respect to \( \hat{p}_l(n-1) \) is directly given by

\[
\frac{\partial \hat{d}(n)}{\partial \hat{p}_l(n-1)} \approx \kappa(u(n), D_l(n-1)) - \sum_{s=1}^{N} \hat{a}_s(n-1)\frac{\partial \hat{d}(n-s)}{\partial \hat{p}_l(n-1)} + \sum_{s=1}^{M} \hat{b}_s(n-1)\kappa(u(n-s), D_l(n-1))\frac{\partial \hat{p}_l(n-s)}{\partial \hat{p}_l(n-1)}.
\]

With a similar procedure used from (9) to (10), we have

\[
\frac{\partial \hat{d}(n)}{\partial \hat{p}_l(n)} \approx \frac{\partial \hat{d}(n)}{\partial \hat{p}_l(n)} - \frac{\partial \hat{d}(n-s)}{\partial \hat{p}_l(n-s)} = \frac{\partial \hat{d}(n-s)}{\partial \hat{p}_l(n-s)},
\]

and

\[
\frac{\partial \hat{d}(n-s)}{\partial \hat{p}_l(n-1)} = 1.
\]

Thus, Equation (13) can be rewritten as

\[
\frac{\partial \hat{d}(n)}{\partial \hat{p}_l(n)} \approx \kappa(u(n), D_l(n-1)) - \sum_{s=1}^{N} \hat{a}_s(n-1)\frac{\partial \hat{d}(n-s)}{\partial \hat{p}_l(n-s)} + \sum_{s=1}^{M} \hat{b}_s(n-1)\kappa(u(n-s), D_l(n-1)).
\]

Let

\[
\phi(n) = \left[ \frac{\partial \hat{d}(n)}{\partial \hat{a}_1(n)}, \ldots, \frac{\partial \hat{d}(n)}{\partial \hat{a}_N(n)}, \frac{\partial \hat{d}(n)}{\partial \hat{b}_1(n)}, \ldots, \frac{\partial \hat{d}(n)}{\partial \hat{b}_M(n)}, \frac{\partial \hat{d}(n)}{\partial \hat{p}_1(n)}, \ldots, \frac{\partial \hat{d}(n)}{\partial \hat{p}_L(n)} \right]^T.
\]
and
\[ \psi(n) = \left[ -\hat{d}(n-1), \ldots, -\hat{d}(n-N), \hat{z}(n-1), \cdots, \hat{z}(n-M), \right. \]
\[ \kappa(u(n), D_1(n-1)) + \sum_{s=1}^{M} \hat{b}_s(n-1) \kappa(u(n-s), D_1(n-1)), \cdots, \]
\[ \kappa(u(n), D_L(n-1)) + \sum_{s=1}^{M} \hat{b}_s(n-1) \kappa(u(n-s), D_L(n-1)) \right]^T. \]
\[ (17) \]

Then, we obtain a compact expression for the gradients update, i.e.,
\[ \phi(n) = \psi(n) - \sum_{s=1}^{N} \hat{a}_s(n-1) \phi(n-s). \]  \[ (18) \]

For simplifying representation, we define the data vector and the coefficient vector, respectively, as
\[ \hat{h}(n) = [-\hat{d}(n-1), \ldots, -\hat{d}(n-N), \hat{z}(n-1), \cdots, \hat{z}(n-M), \]
\[ \kappa(u(n), D_1(n-1)), \cdots, \kappa(u(n), D_L(n-1))]^T, \] \[ (19) \]

and
\[ \hat{w}(n-1) = [\hat{a}_1(n-1), \cdots, \hat{a}_N(n-1), \hat{b}_1(n-1), \cdots, \]
\[ \hat{b}_M(n-1), \hat{p}_1(n-1), \cdots, \hat{p}_L(n-1)]^T. \] \[ (20) \]

Thus, the normalized iteration for updating the coefficients of the KAHF can be written as
\[ \hat{w}(n) = \hat{w}(n-1) + \frac{\Lambda \phi(n)}{\rho + \hat{h}(n)^T \Lambda \phi(n)} e(n), \]
\[ (21) \]

where \( \Lambda = \text{diag} [\eta_1, \cdots, \eta_{N+M+L}] \) denotes diagonal matrix of the step sizes, and \( \rho \) is a small positive constant to avoid the denominator being 0. The normalization is a commonly used method in AHFs, and the details can be found in [11].

As we known, the main challenge of the KAFs is their linear growing structure with each new training sample, which causes large computation and storage burdens under the case of large number of training data. Therefore, a proper pruning criteria is necessary for removing the redundant training samples. In recent years, the quantization method [26]–[30] and the CC [23]–[25] have been proved very efficient in compressing the dictionary of KAFs and meanwhile can keep a better filter performance. For simplicity, the CC is adopted to update the dictionary in this work. When a new input arrives, we first compute its coherence with the dictionary, i.e.,
\[ \mu = \max k(x(n), D_l(n-1)), \]
where \( l \in [1, L] \), and then make a comparison between \( \mu \) and a given threshold \( \varepsilon \). According to the comparison results, we have
\[ \left\{ \begin{array}{l} D_l(n) = \{ D_l(n-1), x(n) \}, \quad \text{if } \mu \leq \varepsilon \\ D_l(n) = D_l(n-1), \quad \text{otherwise.} \end{array} \right. \] \[ (22) \]

Once the size of \( D_l(n) \) changes, the dimension of \( \hat{h}(n+1) \) will change, too. Hence, the dimension of \( \hat{w}(n) \) should be changed accordingly, that is
\[ \left\{ \begin{array}{l} \hat{w}(n) = [\hat{w}(n)^T, 0]^T, \quad \text{if } \mu \leq \varepsilon \\ \hat{w}(n) = \hat{w}(n), \quad \text{otherwise.} \end{array} \right. \] \[ (23) \]

The proposed KAHF algorithm is then summarized in Algorithm 1.

Algorithm 1: KAHF algorithm

Definitions:
\( \sigma \): kernel width, \( \varepsilon \): sparsification threshold,
\( \rho \): regularization parameter, \( \Lambda \): diagonal matrix of step sizes,
\( D(n) \): dictionary at iteration \( n \), \( \hat{w}(n) \): coefficient vector.

Main Loop:
Compute \( \hat{z}(n) \) according to (1).
Construct the data vector \( \hat{h}(n) \) according to (19).
Compute the estimated output: \( \hat{d}(n) = \hat{w}(n-1)^T \hat{h}(n) \).
Compute the prediction error: \( e(n) = d(n) - \hat{d}(n) \).
Construct \( \phi(n) \) according to (16).
Construct \( \psi(n) \) according to (17).
Update the gradient vector \( \phi(n) \) according to (18).
Update the coefficient vector \( \hat{w}(n-1) \) according to (21).
Adjust the coefficient vector \( \hat{w}(n) \) according to (23).

Remark: Unlike the traditional adaptive Hammerstein filter (AHF) with polynomial nonlinearity, the KAHF uses a simple KAF, i.e., KLMS, to learn the nonlinear component of a Hammerstein system, and thus can identify various Hammerstein systems well without requiring any prior knowledge of nonlinear part. For further improving the performance of the KAHF, one can consider using the regularization technology applied in [31] and [32], design methodology for the Gaussian KLMS algorithm discussed in [33], and so on.

III. SIMULATION RESULTS

In this section, the proposed KAHF is applied to identify different Hammerstein systems, in which the nonlinear parts including the polynomial as well as other forms are considered. For all experiments, the input signal \( x(n) \) is generated by a zero mean white Gaussian process with variance 0.1. The desired response \( d(n) \) is obtained by corrupting the output of the system with an additive white Gaussian noise \( v(n) \) with zero mean and variance such that the output signal-to-noise ratio (SNR) is 30dB. In the following, 30000 data are used for training and 50 data are used for testing. The kernel width of the Gaussian kernel is fixed at \( \sigma = 0.1 \), and the matrix of step sizes is set to \( \Lambda = 1 \times 10^{-5} I \), where \( I \) denotes the identity matrix. To reduce the disturbance caused by experiment itself, all simulation results are conducted over 30 Monte Carlo runs.

First, the Hammerstein system with polynomial nonlinearity is considered, namely the input-output relationship of the memoryless nonlinear part is given by
\[ z(n) = 0.3z(n-1) + 0.2x^2(n) + 0.4x^3(n). \] \[ (24) \]
For the linear part, the transfer function is set as
\[ H(z) = \frac{1 + 0.3z^{-1}}{1 - 0.8z^{-1} + 0.1z^{-2}}. \] \[ (25) \]
Fig. 2 shows the testing mean square error (MSE) curves of different algorithms, where the parameters for regularization is fixed at $\rho = 0.005$ and for sparsification is set as $\varepsilon = 0.996$. In addition, the traditional AHF with polynomial nonlinearity is chosen for comparison. As can be seen from Fig. 2 that, the final testing MSE of KAHF is close to but slightly larger than that of the AHF. However, one should note that the Hammerstein system in this experiment has the determined polynomial nonlinearity, and hence can be modeled accurately by the AHF method.

Then, we change the nonlinear function in (24) to $z(n) = \text{sinc}(x(n))$, and keep the transfer function in (25) unchanged. For choosing the optimal order of polynomial for AHF, the corresponding steady-state MSE versus polynomial order is shown in Fig. 3. Herein, $\rho = 0.02$ and $\varepsilon = 0.97$ are used. For each polynomial order, the steady-state MSE is obtained by averaging the last 500 iterations of its corresponding testing MSE. One can see from Fig. 3 that, when the order is about 3, the steady-state MSE of AHF can reach the minimum. Therefore, the order of the polynomial for AHF is selected as 3 in Fig. 4 which shows the testing MSE curves of AHF and KAHF. As expected, the KAHF can obtain a better identification performance, but the performance of the AHF degenerates seriously.

Further, a general Hammerstein system composed of the memoryless nonlinearity with input-output relationship
\begin{equation}
    z(n) = 0.1\sin(\pi x(n)) + 0.3\exp(-x^2(n)),
\end{equation}

and linear component with the transfer function
\begin{equation}
    H(z) = \frac{1 + 0.8z^{-1}}{1 - 0.5z^{-1} + 0.3z^{-2}},
\end{equation}
is identified using both AHF and KAHF. The corresponding performance curves of different algorithms are shown in Fig. 5, where $\rho = 0.01$ is used for regularization, and $\varepsilon = 0.95$ is used for compressing dictionary. In addition, the polynomial order is set as 6 for AHF according to the result of extended
experiments. It can be seen from Fig. 5(a) that, the KAHF has the better identification performance for such nonlinear Hammerstein system than AHF, which is consistent with the result in Fig. 4. Moreover, as shown in Fig. 5(b), the final network size of KAHF is only 57 when the sparsification parameter is set as $\varepsilon = 0.95$, which means the KAHF with CC can effectively curb its increasing network structure, and hence wouldn’t cause a large computational burden.

IV. CONCLUSION

This paper proposed a new Hammerstein filter named as KAHF, which consists of a kernel adaptive filter (KAF) nonlinear part followed by an IIR linear subsystem. Different from the traditional adaptive Hammerstein filter (AHF) with polynomial nonlinearity, the KAHF uses a simple KAF, i.e., KLMS, to learn the nonlinear component of a Hammerstein system, and thus can identify various Hammerstein systems well without requiring any prior knowledge of nonlinear part. To reduce the computational complexity, the coherence criterion (CC) is adopted to constrain the network size of KLMS. Simulation results demonstrate the desirable performance of the new method. Future works will focus on studying the convergence properties of the KAHF, and trying to apply it to some practical applications, like the acoustic echo cancellation of loudspeakers.
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