A Holistic Automatic Method for Grouping Facial Features Based on their Appearance
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Abstract—Classification or typology systems used to categorize different human body parts exist for many years. Nevertheless, there are very few taxonomies of facial features. A reason for this might be that classifying isolated facial features is difficult for human observers. Previous works reported low inter-observer and intra-observer agreement in the evaluation of facial features. Therefore, this work presents a computer-based procedure to classify facial features based on their global appearance automatically. First, facial features are located, extracted and aligned using a facial landmark detector. Then, images are characterized using the eigenpictures approach. We then perform a clustering of each type of facial feature using as input the weights extracted from the eigenpictures approach. Finally, we validate the obtained clusterings with humans. This procedure deals with the difficulties associated with classifying features using judgments from human observers and facilitates the development of taxonomies of facial features. Taxonomies obtained with this procedure are presented for eyes, noses and mouths.

I. INTRODUCTION

For centuries, artists and researchers have tried to develop procedures to measure and classify human faces. Anthropometric facial analysis is used in different fields like surgery, forensic science, art, face recognition, emotion recognition and facial trait judgments [1]. In the last decades, new technologies have opened ways to automatically evaluate facial features and gestures, and computational methods for analysis of facial information are now applied to classify faces based on anthropometric or emotional criteria [2].

Classification or typology systems used to categorize different human body parts exist for many years. In 1940, William Sheldon developed somatotypes to describe the body build of an individual. Sheldon proposed a classification system in which all possible body types were characterized based on the degree to which they matched these somatotypes [3]. Taxonomies, as classification system, allow using a common terminology to define body part configurations providing a standardized way to describe them, and are widely used in many fields such as ergonomics and bio-mechanics, criministics, sports, medicine, design or apparel industry. In general, this kind of typology systems is intended for qualitative categorization based on the global appearance of body parts, although, in some cases, a quantitative analysis of some selected features is developed to obtain the classification.

In the case of facial features, taxonomies are useful, for example, in ergonomics, forensic, anthropology or crime prevention. New human-machine interaction systems and online activities like e-commerce, e-learning, games, dating or social networks, are fields in which facial features classifications are needed. In these activities it is common to use human digital representations that symbolize the users presence or that act as virtual interlocutor [4]. In this context, it is common to synthesize faces and facial expressions combining facial features [5], [6].

Several taxonomies of facial features can be found in the literature. For example, Vanezis’s atlas [7] classifies 23 facial features, the Disaster Victim Identification Form (DVI) by Interpol categorizes 6, and the DVM database [8] 45 facial features. In Tamir [9], different shapes of the human nose are classified into 14 groups based on the analysis of 1793 pictures of noses. A similar approach was used for classifying human chin [10]. In these works, a big set of photographs were analyzed and classified based on the similarity of the features.

This approach, while intuitively logical, has several problems not only in the development of taxonomies, but also in its later use. The classification of facial features is obtained from the opinion of a limited group of human observers. Classic behavioral work has shown that humans brain integrates facial features into a gestalt whole when it processes face information (holistic face processing, [11]), decreasing our ability for processing individual features or parts of faces [12]. This part-whole effect makes difficult, for example, to recognize familiar faces from isolated features [13]. Moreover, there is a low inter-observer and intra-observer agreement in the evaluation of facial features [14]. Finally, creating this kind of taxonomies implies classifying a very big set of elements (the number of possible different features) in an undefined number of groups, and this kind of tasks easily overcomes our capacities for information processing [15], [16]. To deal with these problems, we propose a new procedure to develop facial trait taxonomies based on its appearance using computational methods for automatically classifying features.

Recently, analysis of facial images has become a major research topic, and new computational methods for analysis of facial information have been developed. A comparison of these techniques shows two different approaches to deal with facial information [1]. The first one (structural approach) automatically encodes the geometry of faces using several significant points and relationships between them, doing a metric or morphological assessment of facial features. Examples of this kind of techniques are those based on SIFT feature descriptors.
A. Our method

Classification methods of facial traits are needed in order to develop taxonomies. Research using computational methods is usually focused on the characterization of complete faces [23],[24]. However, less efforts have been done in facial trait classification based on its appearance. The objective of this work is to develop an appearance-based method to obtain a relatively low-dimensional vector of characteristics for facial traits, although its use for classifying any other kind of image by similarity is also possible. On this basis, large sets of three facial traits (eyes, noses and mouths) were characterized. Using this characterization, the traits were clustered obtaining new taxonomies for each facial feature independently. The procedure followed avoids the problems related to human limitations in classifying facial traits. On the one hand, the characterization and clustering of the traits were not based in human judgments. On the other hand, classifying new traits in one of the groups of the taxonomies becomes trivial and automatic. Finally, the procedure was tested comparing human opinions with automatically generated groups of traits.

II. MATERIALS AND METHODS

This section details the methods followed for extracting the features from the faces and grouping them by appearance.

A. Facial feature database creation

The database employed in this work is the Chicago Face Database [25], which is formed by 290 male and 307 female faces of ages ranging from 17 to 65 and varying ethnicity (Asian, Black, Latino and White). Each target in the database is represented with a neutral expression photo that has been normalized by an independent rater sample. As perception of facial features are not ethnicity independent [26], the objective of this work was to create proof of concept working with male gender of White ethnicity (93 images). All photographs were normalized and have the same size, illumination conditions and position.

1) Facial feature extraction: In order to locate the facial features, we employed a facial landmark detector [27]. Then, each feature was extracted individually, centered within the image and crop so all images of a given type of feature have the same size, and aligned. Figure 1 shows the extraction process and the resulting extracted facial features. These comprise the eyes, nose and mouth, and are automatically clustered using the eigenfaces method, which employs a holistic approach based on the appearance of the images.

2) Facial feature clustering: In order to cluster the extracted features, the pixels of the images themselves could be used. In this manner, eyebrows, eyes, noses and mouths would be clustered in spaces of $169 \times 96$, $236 \times 116$, $187 \times 118$ and $191 \times 104$ dimensions respectively (the number of each image pixels). As can be noted, this approach yields very high dimensional spaces for clustering, which makes the method slow, very sensitive to noise and weak dealing with slight variations across images. Then, this work implements the eigenfaces [21] approach to obtain a relatively low-dimensional vector of characteristics which characterizes the features (the term eigenfaces is maintained although the method is now used over facial features). This method performs a PCA analysis over an ensemble of face images to form a set of basis features [28]. These basis images, known as eigenvectors, can be linearly combined to reconstruct images in the original set. This procedure allows for automatic, robust, fast and objective characterization of the facial features considering their global appearance while summarizing the central information.

We chose 45 eigenvalues to characterize the facial features, since it allowed to recover the original image without apparent loss. The same value was chosen for all of them in order to facilitate the subsequent clustering process, bearing in mind that the explained variance was higher than 85% in all cases (86.22% for eyes, 91.36% for noses and 95.26% for mouths).

As an example of the information of the features that is captured using eigenfaces, Figure 2 shows a reduced set of original mouths (a), and the same set of mouths reconstructed using 45 eigenvalues before de-normalization (b).

Finally, and after reducing the dimensionality of the internal features data, the $k$-means algorithm is employed to cluster the features using their eigenvalues as characteristics. A drawback of using this method is that the number of clusters $k$ must be predefined, and this is unknown a priori. The approach followed to face this problem was to perform several $k$-means executions with $k = 5, 6, 7 \ldots 25$, and to calculate the Dunn’s Index for each clustering while monitoring the number of
existent mono-clusters, which are defined as clusters with only one (for mouths and noses) or two instances (for eyes). The Dunn’s Index measures the compactness and separation of the clusters obtained for each \( k \). A higher Dunn’s Index points to a small intra-cluster variance and a high inter-cluster distance. Therefore, the number of clusters for each feature was selected as the \( k \) that maximized the Dunn’s Index while keeping the number of mono-clusters equal or below 2. The mono-clusters were removed in a post-processing step and their instances assigned to their closest cluster.

III. RESULTS

A. Clustering facial features by appearance

Table I shows the cluster metrics obtained for each facial feature using the clustering procedure explained before. \( k \) refers to the original number of clusters and \( k_{\text{final}} \) to the final number of clusters after removing the mono-clusters (referred to as \( mc \) in the table). Furthermore, the Dunn’s Index and the Silhouette Index are also given for each clustering.

<table>
<thead>
<tr>
<th>Cluster name</th>
<th>Representative</th>
<th>%</th>
<th>Cluster name</th>
<th>Representative</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>WE01</td>
<td>8.06%</td>
<td></td>
<td>WE14</td>
<td>3.23%</td>
<td></td>
</tr>
<tr>
<td>WE02</td>
<td>7.53%</td>
<td></td>
<td>WE15</td>
<td>3.23%</td>
<td></td>
</tr>
<tr>
<td>WE03</td>
<td>6.99%</td>
<td></td>
<td>WE16</td>
<td>3.23%</td>
<td></td>
</tr>
<tr>
<td>WE04</td>
<td>6.99%</td>
<td></td>
<td>WE17</td>
<td>2.69%</td>
<td></td>
</tr>
<tr>
<td>WE05</td>
<td>6.45%</td>
<td></td>
<td>WE18</td>
<td>2.60%</td>
<td></td>
</tr>
<tr>
<td>WE06</td>
<td>6.45%</td>
<td></td>
<td>WE19</td>
<td>2.69%</td>
<td></td>
</tr>
<tr>
<td>WE07</td>
<td>4.84%</td>
<td></td>
<td>WE20</td>
<td>2.69%</td>
<td></td>
</tr>
<tr>
<td>WE08</td>
<td>4.30%</td>
<td></td>
<td>WE21</td>
<td>2.15%</td>
<td></td>
</tr>
<tr>
<td>WE09</td>
<td>3.76%</td>
<td></td>
<td>WE22</td>
<td>2.15%</td>
<td></td>
</tr>
<tr>
<td>WE10</td>
<td>3.76%</td>
<td></td>
<td>WE23</td>
<td>2.15%</td>
<td></td>
</tr>
<tr>
<td>WE11</td>
<td>3.76%</td>
<td></td>
<td>WE24</td>
<td>2.15%</td>
<td></td>
</tr>
<tr>
<td>WE12</td>
<td>3.23%</td>
<td></td>
<td>WE25</td>
<td>1.61%</td>
<td></td>
</tr>
<tr>
<td>WE13</td>
<td>3.23%</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 3 shows the results of the clusterings. (a) presents the results of the eyes, (b) the results of the noses and (c) the ones of the mouths. The first column indicates the cluster name, the second one shows the representative of the cluster (i.e. the closest instance to the cluster’s centroid) and the third column the distribution of instances within the clustering. To view all the images employed and see the obtained clustering, please refer to the author’s website (https://gitlab.com/ffuentes/facial-feature-clust).

IV. VALIDATION OF THE PROCEDURE

The intuitively logical approach to validate the procedure is to compare the obtained taxonomies with those generated by human evaluators. However, as it has been aforementioned, classifying a big set of features in an undefined number of groups is a hard task considering human capabilities for information processing [15], [16]. Then, we measured the agreement of human evaluators with the proposed taxonomies instead. The main objectives were to reduce the number of features presented simultaneously and to simplify the decision that must be made. To do this, a survey composed of several stages was developed (Figure 4).

Initially, the image of one feature was selected from the entire dataset in a random way (target feature). Four different representative features were randomly selected (representative features are the features designated as representatives of their
groups in the obtained taxonomy). In the first stage of the survey, the five features were presented to the evaluator in a web form (Figure 4 (a)). The target feature was in the center of the form, and the four representative features were at the corners. The evaluator was asked to select the representative feature most similar to the target feature. Then, the selected representative feature passed to the second stage in which a new form was composed like in Figure 4 (b). The target feature was in the center again, and the selected representative feature was at a corner of the form. Three new different representative features were randomly selected and situated in the remaining corners. This process was repeated until every representative feature was shown at least once. The cluster of the representative feature selected in the last stage was considered the result of the survey (i.e. the cluster to which the target feature belongs according to the opinion of the respondent). Using this procedure, the decision process was simplified because the number of simultaneous alternatives was reduced to four. As a drawback, the probability of one representative feature to be finally selected depends slightly on the stage in which it is shown.

21 white males and 11 white females aged between 25 and 46 years old participated in three surveys: eyes, noses and mouths. Table II show the results of the survey for eyes, noses and mouths. The first column of the table presents the finally selected cluster, where Expected means the cluster in which the target feature was grouped by the automatic procedure. 82 target mouths, 62 target eyes and 93 target noses were classified in the expected cluster. Since the distance between clusters can be measured through the eigenvalues of their representative features, it is possible to determine the distance from the expected cluster to each of the other clusters. The closer two clusters are, the more similar are the features they contain. In the aforementioned tables, 1st, 2nd and so on are closest clusters to the expected one. The number, the percentage and the cumulative percentage of features classified in each cluster are shown. The percentages of features classified in the expected cluster or in the three clusters closest to it were 73.0% for eyes, 81.0% for noses and 75.5% for mouths.

V. Conclusions

There are very few classification systems or taxonomies for features, probably due to the complexity of this task, and to the human limited capacity for processing individual features compared to processing whole faces. Classifying the appearance of facial features requires a holistic approach considering all visible information. Therefore, we employed appearance-based representations of the features (eigenfaces) in order to classify them. The developed procedure groups the features considering all available information and encompassing their global nature. To validate the procedure, the agreement of human evaluators with the proposed taxonomies was measured. With the implemented system, more than 73.0% of the features were classified in the expected cluster or in the three clusters closest to it (75.5% of mouths, 73.0% of eyes and 81.0% of noses).

To the best of our knowledge, there are not similar studies to compare these results. Although more tests must be done, on the light of these results it can be concluded that the proposed automatic procedure is a good approach to classify facial features. Furthermore, the use of the proposed method is not restricted to facial features, and it should be possible to extend its use to automatically group any other kind of images by appearance.

Nevertheless, this study has some limitations. The experiment carried out employed 93 images of males with neutral expression from the Chicago Face Database. Therefore, the taxonomies obtained are only representative of the features of the faces belonging to this database. The representativeness of these taxonomies with respect to other populations must be carefully analyzed before using them. The objective of this work was not to achieve the taxonomies but to develop the automatic procedure to classify facial features based on their appearance. A more comprehensive face database can be used to obtain more representative taxonomies. On the other hand, future work must be done to extend this procedure to other facial features such as eyebrows, jawline, hair, and to obtain features taxonomies from faces of females. Moreover, the asymmetry of the face could be taken into account by introducing more horizontal distances to characterize the face.
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