Abstract—In order to make Internet of Things (IoT) applications easily available and cheap, simple sensors and devices have to be offered. To make this possible, our vision is to use simple hardware for measurements and to put more effort in the signal processing and data analysis to the cloud. In this paper, we present a machine learning algorithm and a simple technical implementation on a hardware platform for the localization of a low accuracy microphone via room impulse response. We give a proof-of-concept via a field test by localization of multiple positions of the IoT device. The field test shows that the recorded signals from the same source are unique at any position in a room due to unique reflections. In contrast to other methods, there is no need for high accuracy microphone arrays, however, at the expense of multiple measurements and training samples. Our representative \( k \)-nearest-neighbor algorithm (RKNN) classifies a recording using a \( k \)-nearest-neighbor method (KNN) after choosing representatives for the KNN classifier, which reduces computing time and memory of the KNN classifier.

I. INTRODUCTION

In multiple Internet of Things (IoT) applications, localization is an important service. However, in especially indoor applications localization becomes difficult due to the missing GPS-link. Current indoor localization concepts either require microphone arrays or multiple radio beacons and expensive hardware for the synchronization. Our idea is to use simple hardware (sensors, IoT devices) for the measurements and machine learning algorithms on cloud computers for the localization of objects at the expense of a continuous generation of training samples. The idea of applying machine learning to indoor localization is introduced in [1] and is based on the experiment explained in [2]. In the experiment, a group of people localized a sound source in the dark. In case a plastic strip was put in their outer ear they lost the ability to localize. In order to learn the localization with a plastic strip in the outer ear, the subject group kept the plastic strip in the ear for a few weeks. When the experiment was repeated with the plastic strip, the accuracy of the localization increased, which showed that the localization of a sound source can be learned. Figure 1 illustrates the idea of unique reflection pattern for any position and Figure 2 underlines this idea by showing two almost identical room impulse responses recorded at the same position. Further explanation can be found in [1].

Related Work: There are only a few approaches in indoor localization, which can be implemented on simple hardware [3]. These approaches differ in the physical medium they use for localization. Common media, which can be sensed at low cost are sound, light and radio-signal-strength. In the following, we briefly discuss the three techniques that can be implemented on simple hardware with low cost. Most of the recent literature uses WiFi access points for localization [7]. As WiFi access points already exist in many buildings and many common devices can measure radio-signal-strength of WiFi access points, this technique can be easily implemented. However, if there are not enough WiFi access points, new ones have to be installed thereby increasing the total cost. In [4], a localization using visible light communication is proposed. This technique can be implemented on simple hardware, nevertheless the costs to set up the LED-spots is expensive. For techniques based on sound, expensive microphone arrays are necessary for most examples in literature [5], [6]. In contrast to the techniques discussed above, our localization based on sound does not require many installations.

Contribution: Compared to other localization methods like localization via signal-strength-based positioning with WiFi access points, bluetooth beacons [7] or localization by a high accuracy microphone array [5], our method based on room impulse responses has lower hardware requirements.
It may be applied to storehouse indoor-navigation purposes. In the following, we present the signal processing chain for the preprocessing and an adapted $k$-nearest-neighbor classifier (RKNN) and its localization results in a field test on a new customized simple IoT hardware device.

**Structure of the Paper:** After introducing the signal model in Section II, we present the applied $k$-means clustering in Section II-A and the $k$-nearest-neighbor classifier in Section II-B. Then, we introduce a solution based on the representative $k$-nearest-neighbor classification in Section II-C and discuss its advantages over the original KNN classifier. Section III presents the technical implementation with a detailed description of a field test. We conclude our paper with a discussion and further work in Section IV.

**Notations:** Bold letters $x$ denote vectors and bold capital letters $M$ denote matrices. The transpose of a matrix $M$ or vector $x$ is denoted by $X^T$ or $x^T$, respectively. Sets are denoted by a calligraphic font, e.g., $S$ and the cardinality of a set is given by $|S|$.

II. SIGNAL MODEL AND LEARNING ALGORITHMS

Based on the reflection scheme given in Figure 1, the room impulse response (RIR) $s(t)$ is given by $N$ scaled real valued amplitude pulses $\alpha_i$ delayed in time. The length or number of pulses $N$ depends on the size of the room where the measurement is performed. Furthermore, we assume that $x(t)$ is the sampled signal of $s(t)$

$$x(t) = \sum_{m=0}^\infty s(mT)\delta(t - mT),$$

where $f_s = 1/T$ is the sampling rate. All sampled measurements $s(mT)$ are stored in a vector $x = [s(T), s(2T), ..., s(dT)]^T$. Here, we assume that $d$ measurements are gained from the microphone of the IoT device. For two measurements $x$ and $y$ with $x, y \in \mathbb{R}^d$, we apply the cosine distance

$$d(x, y) = 1 - \frac{x^Ty}{\sqrt{x^T x} \cdot \sqrt{y^T y}} \quad (1)$$

The distance between two room impulse responses is small, if the peaks, which can be seen in Figure 2, are similar at many time points.

Instead of applying the KNN classifier directly on all training signals, we apply $k$-means clustering with the same distance measure to the training data with the same label and get $k$ representatives for every label. This reduces both execution time and memory of the KNN classifier and thus its complexity. It is important to note that the $k$-means clustering has to be performed on a better device, e.g., a cloud computer, since the memory of the low-power device is limited and the whole training data has to be considered in the $k$-means clustering. Since the representatives are optimized regarding the distance measure of the KNN classifier they represent the training data well for prediction. Further, using the same amount of representatives for each label ensures equal chances for each label to get the majority in the KNN classification.

![Two room impulse responses recorded at the same position.](image)

In order to introduce our machine learning algorithm in detail, we start with a short explanation of the well known $k$-means clustering and the KNN classifier.

A. $k$-Means Clustering

Suppose we are given a set $\mathcal{M} = \{x_1, ..., x_n\}$ of $n$ data points $x_i \in \mathbb{R}^d$ with $i \in \{1, ..., n\}$. The goal of the $k$-means algorithm is to partition the data points in $k$ groups $C_1, ..., C_k$ called clusters and to assign a representative $r_j \in \mathbb{R}^d$ with $j = 1, ..., k$ to each cluster $C_j$, such that the sum of distances $dist = d(x_i, r_j)$ of each data point to his representative is minimal:

$$\min_{r_j \in \mathbb{R}^d} \sum_{x_i \in C_j} d(x_i, r_j).$$

This can be done by an iterative procedure with two successive optimization steps per iteration. In the first step, we optimize the representatives $r_j$ with $j = 1, ..., k$ and in the second step the assignment of points to the representatives calculated before. Further explanations can be found in [8].

If a lot of training data is collected, choosing the representatives of big clusters instead of the original training data for training a machine learning algorithm does not only reduce the amount of training data, it also reduces the impact of outliers. Note that the number of clusters $k$ has to be determined before running the $k$-means algorithm. In our experiment, we tested different numbers of clusters and chose a small number with high accuracy on the test set. The pseudo code of $k$-means clustering is presented in Algorithm 1.

B. $k$-Nearest-Neighbor Classifier

Suppose we are given a set $\mathcal{M}^L = \{(x_1, l_1), ..., (x_n, l_n)\}$ of $n$ labeled training data points $x_i \in \mathbb{R}^d$ and label $l_i \in \{1, ..., L\} = \mathcal{L}$ with $i \in \{1, ..., n\}$. The goal of the KNN classifier is to predict the label of a new test data point $x_0 \in \mathbb{R}^d$ given a labeled training set $\mathcal{M}^L = \{(x_1, l_1), ..., (x_n, l_n)\}$. In order to predict the label of a test data point $x_0$, the KNN classifier determines the $k$ nearest training data points $N_k(x_0) = [(x_{j_1}, l_{j_1}), ..., (x_{j_k}, l_{j_k})]$ to $x_0$ with $(x_{j_i}, l_{j_i}) \in \mathcal{M}^L$. Let $label_k(i)$ denote the label of the $i$th nearest training data point $x_{j_i}$ with $i \in \{1, ..., k\} = \mathcal{K}$ to $x_0$, then

$$l = \arg\max_{i \in \mathcal{L}} \{ |\{i : label_k(i) = l, i \in \mathcal{K}\}| \} $$

denotes the label with highest occurrence in set $N_k(x_0)$. Ties are broken at random. More details are given in [9].
Algorithm 1 k-Means: kMeans(M)
Input: Set of n data points \( M = \{ x_1, \ldots, x_n \} \)
Output: Set of \( k \) representatives \( (r_1, \ldots, r_k) \) for the data points
1: for \( j = 1, \ldots, k \) do
2: \( r_j^{\text{new}} = x_j \) % Random initialization
3: end for
4: \( r_0^{\text{old}} = [\infty, \ldots, \infty]^T \)
5: \( r_0^{\text{new}} = [r_1^{\text{new}}, \ldots, r_k^{\text{new}}]^T \)
6: while \( r_0^{\text{new}} \neq r_0^{\text{old}} \) do
7: for \( i = 1, \ldots, n \) do
8: \( \text{best} = \infty \)
9: for \( j = 1, \ldots, k \) do
10: \( \text{dist} = d(x_i, r_j^{\text{new}}) \)
11: if \( \text{dist} < \text{best} \) then
12: \( \text{best} = \text{dist} \)
13: \( \text{representative}(x_i) = j \)
14: end if
15: end for
16: \( x_i \) to \( \text{representative}(x_i) \)
17: end for
18: \( r_0^{\text{old}} = r_0^{\text{new}} \)
19: for \( j = 1, \ldots, k \) do
20: \( r_j^{\text{new}} = \arg \min_{r_j \in \mathbb{R}} \sum_{x_i \in \mathcal{C}_j} d(x_i, r_j) \)
21: end for
22: end while
23: return \((r_1^{\text{new}}, \ldots, r_k^{\text{new}})\)

In Algorithm 2, \( \text{dist}_k(i) \) denotes the distance of the \( i \)th nearest training data point \( x_i \) with \( i = 1, \ldots, k \) to \( x_0 \). Since the KNN algorithm is able to classify data directly into more than two classes, it is well suited for localization. Furthermore, it is outlier resistant as it uses only the \( k \) nearest signals for the prediction and not the far away lying outliers.

C. Representative k-Nearest-Neighbor

Suppose we are given labeled recordings from different locations in the room. Let \( \mathcal{M}^L = \{ M_1, \ldots, M_L \} \) be the set of labeled training data and \( M_i \) a subset containing all signals with label \( i \in \{ 1, \ldots, L \} \). For every set \( M_i \), we apply the \( k \)-means algorithm with \( k < |M_i| = m_i \) and obtain \( k \) labeled representatives \( R_i = \{(r_1^i, i), \ldots, (r_k^i, i)\} \) with label \( i \) for each set \( M_i \), \( i = 1, \ldots, L \). To classify a test signal \( x_0 \), we apply KNN on the labeled training data \( \mathcal{R}^L = \{ R_1, \ldots, R_L \} \). The pseudo-code is presented in Algorithm 3. For the classification of Indonesian news [10], the combination of \( k \)-means and \( k \)-nearest-neighbor was also useful.

III. TECHNICAL IMPLEMENTATION

In this section, we give a detailed description of our field test. Since our goal is to make IoT-applications easily available, we start with an introduction to our low cost equipment. Especially, we introduce the IoT-Kit depicted in Figure 3, which we developed together with the expert group Internet of Things on the Digital Gipfel. After the description of our experimental setup, the M2M-communication and the preprocessing of the recorded signals will be explained. Finally we visualize the results of our field test.

A. Hardware IoT Device

The main circuit diagram of the IoT device Octopus is presented in Figure 3. The device uses the analog-digital converter (ADC) to measure the impulse responses. Although it was primarily developed for educational purposes, it has the potential to advance the digitization of companies. Since the IoT device is equipped with two groove-connectors, various sensors like our microphone can be easily connected. As the name suggests, the IoT device provides Internet access and is therefore flexible in communication. In our field test, for example, we used Message Queue Telemetry Transport (MQTT) for the transmission of signal recordings, which are...
explained in the communication and preprocessing section. The main core of the device is an ESP8266 [16], a very low-cost core with wireless local area network (WLAN). The presented customized device provides various sensors and actuators [11]. In our case, we use the ADC of the IoT-Kit to convert the analog signal recorded by the low cost microphone MAX4466 [12] with a sampling rate of $f_a = 10$ kHz. As analog input signal to obtain the room impulse response $s(t)$, we use a 100 Hz sinus sound with a duration of 1 ms played by an ordinary bluetooth speaker [13].

### B. Experimental Setup

The measurement setup is depicted in Figure 4. Instead of recording room impulse responses throughout the room at great expense, we restricted the measurements to one table and predicted in which area of the table the microphone lies. Therefore we divided the table into 16 squares and assigned a label to every square. To check and visualize the results, the $(x, y)$ position of the microphone is noted for each recorded signal. In the following section communication and preprocessing of the measurement sequence is described with the help of a block diagram given in Figure 5.

### C. Communication and Preprocessing

Figure 5 shows the information flow during each test period. Triggered by a user command the IoT device instructs the speaker to play the input sound signal. Meanwhile, the IoT-Kit starts recording 10,000 samples $x(mT)$ at a sample rate of $f_a = 1/T = 10$ kHz. After one second of recording, the IoT device uses the MQTT protocol [17] to send raw data to the cloud computer, an ordinary Core i5 personal computer. Both communication setup and data preprocessing are realized via Node-RED [14] in order to prepare the raw data for the use of the KNN algorithm in Matlab. Node-RED enables the organization of data and communication flows using MQTT and other protocol standards. It also offers the possibility to manipulate data using JavaScript.

Figure 5 also shows the structure of the processes in our experiment. The cloud computer subscribes to the MQTT topics broad-casted by the IoT device. Topic $\text{play}$ receives the command to execute a python script playing a sound file. Due to limited storage size on the IoT device the raw data is stored as a byte array. This array is split into byte-packages which are received and transformed back to integer values via topic $\text{transmit}$. Finally, topic $\text{preprocess}$ gives the command to filter the relevant time frame of the recording and to convert the resulting data of the room impulse response into the csv format for further use in Matlab.
localization in our experiment is up to 11 cm. In order to improve the precision, one has to further refine the training data before clustering is given by the position of the rectangles and the numbers in it. Labels surrounded by circles depict the label predictions of the measurements located at the position of the circles. Our experiment has an accuracy of 88.02%. It can be observed that label predictions near training recordings are correct. Only some recordings at the boundaries are misclassified. The classification has high accuracy and can be used for semantic localization in indoor environments. In a future work, we will extend this concept to online learning to enable a robust solution for changing environments.
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