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Abstract—Our goal in this paper is to devise a strategy for finding the optimal trade-off between the transport and caching energy costs associated to the delivery of contents in information networks. The proposed strategy is proactive with respect to the users’ requests, as contents are pre-fetched depending on the distribution of their (estimated) popularity. In particular, we propose a $k$-center dominating set strategy to find the optimal clustering and then locate the best places to store/replicate the most popular contents. Then we develop a dynamic energy-efficient, strategy that jointly optimizes caching and delivery costs within each cluster. Although the formulated problem is a binary problem, we will show as it can be solved for moderate size networks by using efficient solvers. The performance gain achieved through the proposed proactive strategy are then assessed by numerical results.

Index Terms—Proactive content delivery, in-network caching, energy efficiency, information centric networking.

I. INTRODUCTION

In-network content caching has received considerable attention in recent years as an effective way to address the explosive growth in Internet traffic of content access to sources such as YouTube, Netflix, Bit Torrent, etc. This rapid increase of content delivery in Internet has motivated the development of novel networking paradigms such as Information Centric Networking (ICN) that integrates content delivery as a native network feature and then it is better suited for efficiently accessing and distributing contents [1], [2]. One of the main benefits of ICN is to reduce user content access delay and network bandwidth usage by storing the contents at the network edge close to the end user. ICN is based on named data objects, for example, web pages, videos, documents, or other pieces of information. In contrast, current networks are host-centric since communication is based on named hosts, for example, web servers, PCs, mobile handsets. In ICN network, devices are equipped with storage capabilities to cache content as it is request by end user, so that access ICNs are able to cache the most popular content locally and store them near the users in the network. Therefore every node actively contributes in content caching to reduce the network congestion, the access delay and origin servers’ load [3], [4]. Several content caching strategies have been proposed to maximize local hit rate, or the fraction of requests served by a given cache. The optimal placement of information objects in content delivery networks minimizing the access cost is investigated in [5].

A game theoretic approach to jointly find the caching and pricing strategy for popular content delivery was proposed in [6]. Some works [7], [8] address the problem of finding, in a static way, jointly the optimal placement and routing of information objects in cache networks to minimize the network energy consumption. In [7] the authors investigated the minimum energy consumption problem in content-centric networking (CCN) for optimal cache locations. The problem of finding the optimal content access delay minimizing the request routing and content caching in heterogeneous networks has been investigated in [9]. Clearly, an effective caching strategy builds significantly on the ability to learn and predict users’ behaviors. This capability lies at the foundation of proactive caching [10] and it motivates the need to merge future networks with big data analytics [11]. An alternative approach to proactive caching, based on reinforcement learning to learn file popularity across time and space, was recently proposed in [12]. The authors in [13] developed a strategy to minimize the long-term average energy cost of content delivery based on Markov decision process. Different distributed dynamic content replacement strategies that refresh the caches contents as they travel through the network have been proposed in [14], [15]. The work in [15] considered the problem of finding the time evolution of the optimal placement and routing of contents which minimizes the sum of the transport and caching energies.

In this work we consider a joint proactive caching and routing strategy aiming at minimizing the sum of the caching and transport energy consumption in edge cloud networks [16] where the objects to be delivered are stored at edge nodes. By hinging on the strategy proposed in [15], we devise a proactive in-network caching method based on an-online popularity learning of the object contents. In particular, the cost of caching the information objects comes to depend dynamically on the local and global popularity of the objects, by forcing nodes to host the most frequently requested contents. Furthermore, the decision on which locations have to be repository nodes which host permanently the object contents, depends on the object popularity and on the network topology. The nodes that are able to reach the others with the minimum paths have to be preferred in order to save as much as possible the transport energy consumption. Hence, in this paper we proposed a $k$-center dominating set strategy to find the optimal clustering and, then, properly select the most convenient nodes where replicate contents. Then, we jointly...
optimize the transport and caching energy by formulating a binary optimization problem whose optimal solution is found by using an optimization solver based on the branch and bound algorithm.

II. NETWORK MODEL

Let us consider a transport network represented by a graph \( G = (V, E, K) \), composed of a set of nodes \( V \), a set of links \( E \), and a set of information objects \( K \), as illustrates in Fig. 1. We assume that contents can be permanently or temporarily stored over the nodes of this graph or travel through its edges. More specifically, in Fig. 1 we denote with disks the repository nodes where the contents are permanently stored, and with circles the nodes where contents may appear and disappear, according to users’ requests and network resource allocation. To simplify our formulation we assume that all contents can be split into objects of equal size, identified by the index \( k \in K \). Each node and edge is characterized, respectively, by a storage and transport capability. We assume that time is slotted with slots of fixed duration \( \Delta t \) and, we observe time frames, each composed of \( T \) time slots. At time slot \( n \) each node \( u \in V \) in the network can act as a repository node of a set of information objects \( Q_u[n] \subseteq K \), and can request a set of information objects \( Q_u[n] \subseteq K \). Let us denote with \( q[k,n] \in \{0,1\}^{\vert V \vert \vert K \vert} \) the request arrival process such that \( q_u[k,n] = 1 \) if node \( u \) requests object \( k \) at time \( n \), and \( q_u[k,n] = 0 \) otherwise. The random process \( q[n] \) depends on the time evolution of the contents’ popularity that is modelled as a Poisson process. The overall information objects stored on node \( u \), at time \( n \), can be written as \( S_u[n] := \sum_{k=1}^{\vert K \vert} s_u[k,n] \). Similarly, we can observe on the edges of the graph a transport flow signal, defined as a binary signal, i.e., \( \forall uu \in E \) we have

\[
t_{uv}[k,n] = \begin{cases} 1, & \text{if content } k, \text{ at time } n, \text{ is transported} \\
0, & \text{otherwise.} \end{cases}
\]

Since each link \( uv \) at time \( n \) can transport several object information, the amount of transported content becomes \( T_{uv}[n] := \sum_{k=1}^{\vert K \vert} t_{uv}[k,n] \). Typically, each content may be hosted on every node and moved whenever convenient to another location, by meeting the storage and capacity constraints on the nodes and edges of the network. Therefore, both \( S_u[n] \) and \( T_{uv}[n] \) belong to the following box constraints

\[
0 \leq S_u[n] \leq S_u, \quad 0 \leq T_{uv}[n] \leq T_{uv},
\]

where \( S_u \) is the storage capability of node \( u \), whereas \( T_{uv} \) is the transport capacity of link \( uv \). One of the main characteristic of caching is that it is fundamentally a dynamic process so that cached contents can be placed in some nodes and removed from others. We assume in our network model that there are only some repository nodes, for instance nodes 1,3,4 in Fig. 1, that permanently keep contents or may access to a content delivery network. Moreover, each content is hosted in at least one repository node. Although an object content \( k \in K \) may be stored at any time slot \( n \) in several repository locations, the
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cost in keeping contents in a node can be high, especially in the case where the content is not frequently requested. Our goal in this work is to devise a proactive caching strategy which minimizes jointly the caching and transportation cost by taking into account that the cost of caching strictly depends on the popularity of the requested contents. Additionally, we propose a strategy to select the repository nodes depending on both the content popularity and the nodes centrality. Then, nodes having the minimum distance in terms of hops from all others, has to be chosen as repository nodes in order to save as much as possible the transport cost.

III. TRADEOFF BETWEEN STORAGE AND TRANSPORT

One of the central challenges associated to caching is to strike the best tradeoff between the cost of storing a content in the network, possibly proactively, and the cost of transporting (delivering) the content when and where requested. The first question to answer is about the optimal number of replicas of a given content. Intuitively speaking, the more copies of a file we have, the smaller will be the delivery time, and vices-versa. To make this intuition formal we indicate the optimal number of replicas as a function of the storage/transportation costs. Given a network with \(N\) nodes, whose topology is represented by a graph \(G = (\mathcal{V}, \mathcal{E})\), we denote by \(B\) the \(N \times N\) matrix whose entry \(B_{ij}\) contains the length of the shortest path between nodes \(i\) and \(j\).

If \(P_j(\ell)\) is the probability that content \(\ell\) will be requested in the area served by access node \(j\), the average (expected) energy cost needed to deliver content \(\ell\) from node \(i\) to the rest of the network is

\[
T_i(\ell) = \sum_{j=1}^{N} B_{ij} P_j(\ell) T
\]

where \(T\) is the unit cost to transport a content object over one link. If we wish to minimize this average cost and we can store content \(\ell\) in only one location, clearly the best location is the one that minimizes the above cost, i.e.

\[
i^*(\ell) := \arg\min_{i \in \{1, \ldots, N\}} T_i(\ell).
\]

Correspondingly, in case of storing content \(\ell\) in a single cache, the overall cost for delivering this content is

\[
E_{i^*}(\ell) = S + T_{i^*}(\ell),
\]

where \(i^*\) is computed using (8) and \(S\) is the energy cost for storing a content unit. Let us consider now the more interesting case where we wish to cache the same content in multiple places and we ask ourselves about how many times to replicate the same content and where to put these replicas. A possible strategy is the following. If we want to replicate \(M\) times, we can split the overall network in \(M\) clusters, individuate a cluster head and place the content in the cluster head. Different clustering techniques can be used, depending on the chosen optimization criterion [18]: 1) given a number \(M\) of clusters, find the cluster heads and the clusters that minimize the distance of each node from its cluster head; 2) minimize the number of clusters guaranteeing a maximum distance \(k\) between a node in the cluster and the corresponding cluster head. An important aspect, useful for the identification of the best way to build clusters, is the concept of dominating set.

A dominating set of a graph \(G = (\mathcal{V}, \mathcal{E})\) is a subset \(D \subseteq \mathcal{V}\) such that every node \(v \in \mathcal{V}\) is either in \(D\) or adjacent to a vertex of \(D\). More specifically, a subset \(D \subseteq \mathcal{V}\) such that every node \(v \in \mathcal{V}\) is within distance \(k\) neighborhood of some vertex of \(D\) is called a \(k\)-distance dominating set. If we want to ensure that a content will be delivered within at most \(k\) hops, the optimal clustering strategy consists then in finding the \(k\)-distance dominating sets and replicate the content in the nodes belonging to the dominating set. Alternatively, if we fix the number of clusters, we can look for the clustering method that minimizes the maximum distance of each node from its cluster head. This is an NP-hard problem, but there exist heuristics to find approximate solutions in polynomial time. In this paper, we used the approach proposed in [19].

If we denote by \(C_m\) the \(m\)-th cluster, with \(m = 1, \ldots, M\), the overall cost for storing and delivering content \(\ell\) using \(M\) caches is then

\[
E(\ell) = MS + T \sum_{m=1}^{M} \sum_{j \in C_m} B_{mj} P_j(\ell),
\]

letting \(j\) to vary within each cluster. We may expect that, as \(M\) increases, the storage cost increases linearly, whereas the transportation cost decreases. Then, we may expect to find a unique optimal value of \(M\) that minimizes the overall delivery cost. This optimal value depends on the ratio between the cost of storing and the cost of transporting a content. A numerical example is reported in Fig. 2 where we plot the total energy consumption for storing the most popular content, among 200, in a network of 300 nodes, versus the number of possible clusters \(M\), for \(S = 0.2T\). We can observe that for \(M = 60\) there exists an optimal trade-off between the cost of duplicate the content in more cluster heads and the cost of deliver it.
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IV. PROACTIVE JOINT CACHING AND TRANSPORT OPTIMIZATION

The fundamental issue in caching problem is to dynamically allocate all contents by deciding, according to the users’ requests, when and where place all contents, how transport
them in the network and when a node has to release them to save memory. Then, the decision for caching content \( k \) at node \( u \), at time slot \( n \), has to depend on both the energy spent for storing the object, and the energy spent to transport it from its current position to the user who requested it. By making the caching cost dependent on the time evolution of the popularity of the requested contents, the caching strategy becomes proactive and context-aware. We define the energy cost for storing a content \( k \) on node \( u \) during \( T \) consecutive time slots, in the time window \([n' - T + 1, n']\), as

\[
E_{st}[n'] = \sum_{n=n'-T+1}^{n'} \sum_{k \in K} \sum_{u \in V} s_u[k, n]c_u[k, n],
\]

where \( c_u[k, n] \) is the time-varying energy cost for keeping content \( k \) on node \( u \) at time \( n \). For instance, from equations (4), (5), we can define the caching cost of content \( k \) at node \( u \) at time \( n \) as

\[
c_u[k, n] = \frac{\gamma}{1 + P_{uk}[n]} + \frac{1 - \gamma}{1 + P_k[n]},
\]

where \( \gamma \in [0, 1] \) is the trade-off coefficient between the local and global popularity costs. Note that the cost \( c_u[k, n] \) is low for contents with the highest popularity to encourage the storage of these frequently requested contents.

Then, we can define the cost associated to the content transport as

\[
E_{tr}[n'] = \sum_{n=n'-T+1}^{n'} \sum_{k \in K} \sum_{w \in E} \sum_{u \in V} t_{uw}[k, n]c_{uw}[k],
\]

where \( c_{uw}[k] \) represents the energy cost to transfer content \( k \) over link \( uw \). When content \( k \) is requested by user \( u \), we can associate to the user request a maximum delivery time \( D_u[k] \) within which the request must be solved.

We denote by \( N_u \) the set of nodes that are one hop away from node \( u \), i.e. the set of its neighbors. As discussed above, a fundamental issue in proactive caching is to select the repository nodes where the contents have to be stored as long as the popularity does not change. To make this choice proactive we associate at each node \( u \) a probabilistic measure of its centrality

\[
w_u[k] = \frac{\sum_{v \in V} B_{uv}P_v[k]}{\sum_{v \in V} P_v[k]},
\]

where \( B_{uv} \) is the length of the shortest path between nodes \( u \) and \( v \) and \( P_v[k] \) is the average popularity of object \( k \) at node \( v \). Therefore, according to (14) we can permanently store each object \( k \) in the node \( u \) where \( w_u[k] \) takes its minimum value, i.e. in the node having the average minimum number of hops from the nodes requiring content \( k \). Hence, we proactively define the set of repository nodes \( V_p \) where each \( u \in V_p \) hosts a set of information objects \( \mathcal{K}_u \). The state of the network, at time slot \( n \), is represented by the vector \( x[n] := [s[n]; t[n]] \), with \( s[n] := (s_u[k, n])_{u \in V, k \in \mathcal{K}_u} \) and \( t[n] := (t_{uw}[k, n])_{w \in V, u \in V, k \in \mathcal{K}_u} \). Then, we define \( x_T[n'] := [x[n'-T+1]; \ldots; x[n']] \) as the state vector during \( T \) consecutive time slots. Hence, our objective becomes to minimize with respect to the state vectors the sum of the caching and transport energies given in (11) and (13), i.e.

\[
\sum_{n'=0}^{N_f} \lambda E_{tr}(x_T[n']) + E_{st}(x_T[n'])
\]

where \( N_f \) is the number of observed time frames and \( \lambda \) is a positive parameter controlling the ratio between transport and storage energy costs. By extending to the proactive caching the approach proposed in [15], we simplify our problem by decoupling the objective function in (15) over each frame \( n' \). Then our goal is to find the state vector \( x_T[n'] \), for each frame \( n' \), which minimizes the cost function

\[
E_T(x_T[n']):= \lambda E_{tr}(x_T[n']) + E_{st}(x_T[n'])
\]

where we assumed in (13) a unit transport cost \( c_{uw}[k] \). Then, for each time frame, we can formulate the proactive caching optimization problem as

\[
\dot{x}_T = \arg\min_{x_T} \lambda E_{tr}(x_T) + E_{st}(x_T)
\]

\[
\text{s.t. } x_T \in \mathcal{X} \quad (P)
\]

where the constraint set \( \mathcal{X} \) is defined as

\[
(\mathcal{X}) \quad (a) q_u[k, n] \leq s_u[k, n] + \sum_{v \in N_u} \sum_{j=0}^{D_u[k]} t_{vu}[k, n+j]
\]

\[
(b) s_u[k, n] \leq s_u[k, n-1] + \sum_{v \in N_u} t_{vu}[k, n-1]
\]

\[
(c) t_{vu}[k, n] \leq s_v[k, n-1] + \sum_{w \in N_u} t_{uw}[k, n-1]
\]

\[
(d) s_u[k, n] = 1, \forall k \in \mathcal{K}_u, s_u[k, 0] = 0, k \notin \mathcal{K}_u
\]

\[
(e) S_u[n] \leq S_u
\]

\[
(f) T_{vu}[n] \leq T_{vu}
\]

\[
(g) s_u[k, n] \in \{0, 1\}, t_{uv}[k, n] \in \{0, 1\}, \forall u \in V, v \in V, u \in V, v \in V, k \in \mathcal{K}_u, \forall n \in \{n' - T + 1, n'\}.
\]

The above constraints reflect the storage and transport conservation flow constraints [15]. In more detail (a) assures that if object \( k \) is requested by node \( u \) at time slot \( n \), then \( k \) either is already present in the cache of node \( u \) at time \( n \) or it has to be transported to node \( u \) from a neighbor node \( v \in N_u \) within \( D_u[k] \) time slots; (b) ensures that if \( k \) is being cached at node \( u \) at time \( n \), then \( k \) either was in the cache of \( u \) at time \( n-1 \) or was received by node \( u \) from a neighbor node \( v \in N_u \) at time \( n-1 \); (c) imposes that if object \( k \) is delivered to node \( u \) from a neighbor node \( v \in N_u \) at time \( n \), then this object either was in the cache of \( u \) at time \( n-1 \) or was transferred to \( u \) from a neighbor node \( w \in N_v \) at time \( n-1 \); (d) forces the initial condition constraints that assure a proactive selection of the repository nodes that always store the objects in \( \mathcal{K}_u \), and at \( n = 0 \) nothing else; (e) and (f) force the storage and transport capacity constraints; (g) states the binary nature of the storage and transport variables. Note
that problem $\mathcal{P}$ is hard to be solved for large network size because of its combinatorial complexity. However, how we will show next, it can be solved efficiently, for moderate size networks, by using a numerical solver based on the branch and bound algorithm. To numerically test the efficiency of the proposed caching strategy we consider the 11 nodes New Jersey LATA network illustrated in Fig. 1. We use to solve problem $\mathcal{P}$ the cvx binary solver Mosek based on the branch and bound algorithm. We consider the delivery of $|\mathcal{K}| = 10$ contents during time frames of $T = 15$ slots, each of duration $\Delta \tau = 1$. The maximum delivery $D_u[k]$, is set equal to 4, that is the maximum distance in number of hops between two nodes in the network. The objects popularity follows a Zipf distribution with a high parameter value $\alpha_u = 2.5$, $\forall u$, to increase the skewness of the popularity profile. The forgetting factor is set to $\eta = 0.7$ and the trade-off coefficient for the popularity to $\gamma = 0.8$. We averaged the final results over $N_f = 50$ time frames. In Fig. 3 we report the transport gain in terms of number of hops reduction with respect to the non-proactive caching strategy [15] where the content popularity does not affect the optimization process. The transport gain parameter $\lambda$. Note that proactivity leads considerable energy savings for low $\lambda$ values, taking benefit from the optimal transport strategy.

In summary, in this paper we showed as a cluster-based strategy, aided by the content popularity, can be used to properly select the nodes where replicate object contents. A joint proactive caching and transport optimization strategy has been proposed to favour caching of the most popular contents and to decrease the transport cost, by taking advantage of the reduced number of hops needed to delivery contents.
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