Beamforming-Based Acoustic Source Localization and Enhancement for Multirotor UAVs
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Abstract—The problem of acoustic source localization and signal enhancement through beamforming techniques is especially challenging when the acoustic recording is performed using microphone arrays installed on multirotor unmanned aerial vehicles (UAVs). The principal source of disturbances in this class of devices is given by the high frequency, narrowband noise originated by the electrical engines, and by the broadband aerodynamic noise induced by the propellers. A solution to this problem is investigated, which employs an efficient beamforming-based spectral distance response algorithm for both localization and enhancement of the source. The beamforming relies on a diagonal unloading (DU) transformation. The proposed algorithm was tested on a multirotor micro aerial vehicle (MAV) equipped with a compact uniform linear array (ULA) of four microphones, perpendicular to the rear-front axis of the drone. The array is positioned slightly above the plane of propellers, and centered with respect to the drone body. The experimental results conducted in stable hovering conditions are illustrated, and the localization and signal enhancing performances are reported under various noise conditions and source characteristics.

Index Terms—Acoustic source localization, signal enhancement, beamforming, spectral distance, unmanned aerial vehicles (UAV), micro aerial vehicle (MAV).

I. INTRODUCTION

Acoustic source localization, an important task in microphone array processing since many decades [1]–[7], has interesting application perspectives in a number of scenarios involving mobile robotic devices. These include direction of arrival (DOA) estimation in single mobile robot [8] and in mobile robot sensors networks [9], or relative position estimation in a team of drones [10]. When the acoustic recording is performed using microphone arrays installed on multirotor unmanned aerial vehicles (UAVs), the localization and signal enhancement of acoustic sources of interest becomes especially challenging, due to the number and variety of acoustic disturbances generated by this class of devices. Moreover, in the case of micro aerial vehicles (MAVs) of small size, the consequent constraints on the size of the microphone array may lead to poor signal-to-noise enhancement and poor spatial resolution issues. As a matter of fact, attempts to tackle the acoustic related problems typical of multirotor aerial systems have been documented only recently [11]–[20]. Beamforming and blind source separation are typical signal processing techniques used to this aim. In [16], the problem of enhancing a target speech source located in front of the UAV is solved using a minimum variance distortionless response (MVDR) beamformer coupled to a Wiener postfiltering scheme. The beamforming approach is the method of choice in a number of other investigations, e.g. [18]. When acoustic source localization is the only concern, localization methods with high-robustness with respect to low signal-to-noise ratios (SNRs) have also been investigated. In [19], [20] methods derived from the multiple signal classification (MUSIC) [21] were assessed, and the reported results show good localization performances. However, the method described also requires the monitoring of UAV inertial sensors and motor controls, and the learning or monitoring of propellers noise signal. Supervised noise suppression techniques relying on the online monitoring of the propellers noise, or on the off-line learning of its spectral and statistical characteristics, were also proposed in [22]. When, on the other hand, signal enhancement is the principal concern, time-frequency spatial filtering or blind source separation techniques have been used to selectively attenuate the propeller noise component while preserving the target acoustic source component. In [11], [12], the time-frequency sparsity of specific target signals is exploited through the use of a time-frequency spatial filtering technique.

With respect to acoustic source localization on UAVs, MUSIC seems at today the best choice available due to its multisource localization capability and to noise robustness. However, its performance can be seriously degraded due to constraints imposed by the UAV hardware design. For example, if a small-size microphone array must be adopted to fit the size of a micro aerial device, the resulting spatial resolution would not be sufficient to discriminate between the source signal and the propeller noise. For these reason, a method which provides acceptable spatial resolution even with small arrays and at low SNR is desirable.

In this study, we illustrate the performance of a new beamforming-based spectral distance response algorithm, which is based on the diagonal unloading (DU) beamformer recently introduced in [23], when paired to a small-size and low-cost hardware configuration consisting in a four-sensor uniform linear array (ULA) mounted on a quadcopter MAV. The algorithm provides integrated source localization and signal enhancement capabilities, and provides superior spatial resolution properties when compared to conventional beamforming methods. The experimental results are conducted in stable hovering conditions and with different controlled SNRs.
II. METHOD

The frequency-domain model of a typical acoustic narrow-band beamformer, i.e. a spatial filter whose goal is to achieve directional signal reception, can be stated as

\[ Y(f, \theta) = w^H(f, \theta)x(f), \]

where \( f \) is the frequency bin, \( x(f) \) is the vector of signals captured by the array, \( w(f, \theta) \) is the beamformer coefficients for time-shifting, weighting, and summing the data so to steer the array in the direction \( \theta \), \( Y(f, \theta) \) is the output of the narrowband beamformer, and \( H \) denotes the Hermitian (complex conjugate) transpose. The power spectral density (PSD) of the spatially filtered signal is thus

\[ P(f, \theta) = E\{ |Y(f, \theta)|^2 \} = w^H(f, \theta)\Phi(f)w(f, \theta), \]

where \( \Phi(f) = E\{x(f)x^H(f)\} \) is the PSD matrix of the array signal (\( E\{ \} \) denotes mathematical expectation).

In the conventional steered response power (SRP) algorithms, the corresponding broadband SRP \( P(\theta) \) is obtained by integrating these narrowband SRP components \( P(f, \theta) \), over all frequencies. To increase the spatial resolution, the narrowband components are in general normalized with respect to some spectral characteristic, leading to the widely used phase transform (PHAT) [24], a pre-filter that uses the magnitude information of the PSD matrix to normalize the narrowband components in the SRP conventional beamforming, or to the incoherent frequency fusion [25]. The SRP

\[ P(\theta) = \sum_{f} \frac{P(f, \theta)}{\max_{\theta}[P(f, \theta)]} \]

of a beamformer conveys information on the acoustic energy coming from direction \( \theta \), thus it will be characterized by a maximum peak corresponding to the source direction \( \theta \). Therefore, the DOA estimate of the source is obtained by \( \theta = \arg\max_{\theta}[P(\theta)] \). In the scenario considered in this paper, the propellers can be considered point-sources that make this case a complex multisource problem with four or more sources that have a very high signal pressure level and a target source with low signal-to-propeller noise ratio (SPNR). A compact array has thus some limitations in such scenario when using conventional high-resolution techniques such the MUSIC method.

We propose here the use of the DU beamformer and spectral dissimilarity between PSDs under the assumption that the DOAs of point-source propellers from the drone are known. The new approach consists in computing a beamforming in each DOA target direction and in measuring the spectral distance between a candidate source position and the propellers directions. The direction that maximizes the spectral distance response will be the target position, and the output from the corresponding beamformer will be the enhanced version of the target signal.

The beamforming method used in this paper is the low-complexity robust DU beamformer [23], which has been proposed to address the problem of acoustic source localization. Its design is based on a diagonal removal transformation of the covariance matrix involved in the conventional beamformer computation to achieve robust localization with low computational complexity. The method is illustrated in details in [23] and here we only briefly recall its principal characteristics, and demonstrate that it can be successfully used also to address the problem of target signal enhancement.

The transformation on which the DU method is based, is obtained by subtracting an opportune diagonal matrix from the PSD matrix \( \Phi(f) \) of the array output vector. As a result, the DU beamforming removes as much as possible the signal subspace from the PSD matrix and provides a high resolution beampattern by exploiting the orthogonality property between signal and noise subspaces. In practice, the design and implementation of the DU transformation is simple and effective, and is obtained by computing the matrix (un)loading factor.

Given the matrix \( \Phi(f) \) which represents the array output vector covariance, the DU transformed matrix can be written as

\[ \Phi_{DU}(f) = \Phi(f) - \mu I, \]

where \( \mu \) is a real-valued, positive scalar, selected in such a way that the resulting PSD matrix is negative semidefinite. In the single source case with spatially white noise, the parameter \( \mu \) is obtained by imposing in \( \Phi(f) \) that the eigenvalue corresponding to the signal subspace is null, and that the eigenvalues corresponding to the noise subspace are non-zero. The value of \( \mu \) that verifies such constraints can be shown to be

\[ \mu = \text{tr}(\Phi(f)) - (N-1)\sigma^2, \]

where \( \text{tr}(\cdot) \) is the operator that computes the trace of a matrix, \( N \) is the number of microphones, and \( \sigma^2 \) is the noise variance for all sensors. Theoretically, this solution totally removes the signal subspace from the PSD matrix and the beamformer output is therefore null in the source direction. However, if also signal enhancement is pursued, it is necessary that the beamformer output signal is non null, and thus part of the signal subspace should be retained in the PSD matrix. Therefore, a suboptimal DU procedure is used here:

\[ \mu = \text{tr}(\Phi(f)). \]

This solution guarantees that the resulting PSD matrix \( \Phi_{DU}(f) \) is negative semidefinite and that the signal is present at the beamformer output. The DU procedure provides a solution for the beamforming coefficients \( w \):

\[ w_{DU}(f, \theta) = \frac{\Phi_{DU}(f)\alpha(f, \theta)}{\alpha^H(f, \theta)\Phi_{DU}(f)\alpha(f, \theta)}, \]

where \( \alpha(f, \theta) \) is the array steering vector. Given the beamforming coefficients, it is thus possible to also compute the spatially filtered signal with respect to the estimated DOA, which will provide an enhanced version of the target source signal.

Let \( \theta_p \) (\( p=1,2 \) and \( \theta_1 < \theta_2 \)) denote the two DOAs of the four propellers since the microphone array is located on the top of the MAV, centered with respect to the four propellers that thus are symmetric with respect to the array.
The spectral dissimilarity is calculated with the Itakura-Saito distance measure [26]:

\[
S(\theta) = \sum_{p=1}^{L-1} \sum_{f=0}^{L-1} \frac{P(f, \theta)}{P(f, \theta_p)} - \log \frac{P(f, \theta)}{P(f, \theta_p)} - 1, \tag{7}
\]

where \( L \) is the size of discrete Fourier transform. Let \( \Delta \) denote the desired spatial resolution, the DOA estimate of the source is obtained by solving the following constrained problem

\[
\hat{\theta} = \arg\max_\theta [S(\theta)],
\]

\[
S(\theta - \Delta) < S(\theta) < S(\theta + \Delta), \tag{8}
\]

\[
\theta_1 \leq \theta \leq \theta_2.
\]

The beamforming-based spectral distance response algorithm is summarized as follow:

1) For all \( \theta \) in the range \( \theta_1 \leq \theta \leq \theta_2 \) with spatial resolution \( \Delta \), calculate the output signal beamformer \( Y(f, \theta) = w^{\text{DU}}(f, \theta)\hat{x}(f) \) implemented with the overlap-add technique and calculate its average power \( P_m(f, \theta) = \frac{1}{N} \sum E[|Y(f, \theta)|^2] \) for a signal segment composed of \( N \) frames.

2) Measure the spectral dissimilarity using equation (7) substituting \( P_m(f, \theta) \) to \( P(f, \theta) \), obtaining the steered spectral distance response \( S(\theta) \).

3) Calculate the source position \( \hat{\theta} \) using (8) and recover the signal enhanced version of the source \( Y(f, \theta) \).

III. EXPERIMENTAL SETUP

The DU beamforming-based spectral distance response algorithm is applied to the task of localizing a source and enhancing its signal by processing the data recorded by a MAV device equipped with a microphone array and conducted in stable hovering conditions. The hardware components were selected so to obtain a small-size, low-cost device relying on a four-sensor ULA. The MAV used was a Parrot Bebop 1 quadcopter, with a 250 mm frame type, 400 g weight, and overall dimensions of 280 × 320 mm. The microphone array was adapted from the acoustic sensor components embedded in the PlayStation Eye digital camera device, which provides a four-microphone uniformly spaced linear array with total size of 6 cm (the inter-microphone spacing being 2 cm). The microphone array was located on the top of the MAV, slightly above the plane of propellers and centered with respect to the four propellers. This choice, which is not necessarily the best one in terms of acoustic properties, is however a good compromise when attempting at: 1) obtaining a compact MAV-based sensing system; 2) providing a sensed acoustic region located in front of the MAV coherent with the video camera. The resulting DOAs of the four propellers are \( \theta_1 = -30 \) degrees and \( \theta_2 = 30 \) degrees. Note that at this stage we decided not to deal with MAV on-board digital audio recording issues. The recording was thus performed by a dedicated computer positioned next to the MAV. The array was connected to the recording computer through its USB interface. A picture of the MAV setup is provided in Figure 1. The compact microphone array is showed in Figure 2. The audio sampling frequency was 16 kHz, and the block size \( L \) was 2048 samples with an overlap of 256 samples. A Hann window was used. The spatial resolution \( \Delta \) was set to 1 degree. The signal segment duration for the estimation of the averaging \( P_m(f, \theta) \) and of the steered spectral distance response was 5 s.

IV. EXPERIMENTAL RESULTS

Several recording sessions were conducted to build a database featuring different target acoustic sources at different positions with respect to the MAV, and corrupted by the propeller noise in realistic acoustic conditions. Numerical
experiments were conducted on these data to assess both the localization and the enhancement performance with the algorithm described in Section II. The assessment was conducted on a set of two sound sources: a loud screaming female voice and an emergency whistle. The target acoustic source was generated by a loudspeaker positioned at a distance of 1 m from the array, and at different angles within the range $[0^\circ, 30^\circ]$, as illustrated in Figure 3, namely at 0, 10, 20, and 25 degrees. The sequence was repeated at each different position with three different SPNR ratios, i.e. -3 dB, -13 dB, and -23 dB. The measured propellers noise loudness at the array was 93 dB, and the mean loudness of the source signal at the array (with no propeller noise) was 90 dB, 80 dB and 70 dB on average, for the three different intensities respectively. The spectrogram of the entire clean audio sequence is shown in Figure 4. The sequence is composed by three female screams and four emergency whistle sounds. A first attempt of adopting a conventional localization method based on the MUSIC algorithm failed, due to the low resolution provided by the given microphone array and to the low SPNR. The MUSIC algorithm was implemented assuming three sources and searching for three peaks in the spatial spectrum. The performance of source DOA estimation when the source is located at an angle of 20 degrees, and SPNR is -3 dB, is reported in Figure 5 for the MUSIC approach and the proposed DU beamforming-based spectral distance response algorithm. As we can observe, the MUSIC algorithm estimates only the propeller noise directions and fails to distinguish the target sound source since no peak appears in the spatial spectrum for the source direction. Table I reports the localization performance using the root mean square error (RMSE) for the different positions of the source and the three SPNR considered. We can observe the good performance of the proposed approach when SPNR is -3 dB and -13 dB for the DOAs in the range $[0, 20]$ degrees with an average RMSE of 5.431 degree. The localization instead fails when SPNR is -23 dB. The spectrograms of the channel 1, of the DU beamformer in the propeller noise direction (-30 degrees), and of the signal enhancement DU beamformer in the source direction (0 degrees) when the SPNR is -13 dB is showed in Figure 6. A spectral distance response $S(\theta)$ for a source direction of 20 degrees with an SPNR of -3 dB is depicted in Figure 7. In order to quantify the level of the signal enhancement, we report the signal-distortion index (SDI) defined as

$$SDI = \frac{1}{L} \sum_{f=0}^{L-1} \frac{|P(f, \theta_s) - P_s(f)|}{P_s(f)}, \quad (9)$$

where $P_s(f)$ is the signal power of the clean signal and $\theta_s$ is the DOA of the source. Table II shows the average SDI for the channel 1, for the signal enhancement with the conventional delay and sum (DS) beamformer [27], and for the DU beamformer. We can note the better capability of the DU beamformer to reduce noise since it has the lower SDI for both source characteristics.

V. CONCLUSIONS

In this study, we discussed the problem of acoustic source localization and signal enhancement using a compact micro-
phone array installed on a quadcopter MAV. We presented a beamforming-based spectral distance response algorithm for both localization and enhancement of the source. The new approach consists in computing a DU beamformer for each DOA target direction and measuring the spectral distance between a candidate source position and the propellers directions using the Itakura-Saito distance measure. The DU beamformer provides high-resolution without adding significant computational load. Experimental results conducted in stable hovering conditions showed that the proposed approach can localize successfully a source with an SNR up to -13 dB. We have also reported the better signal enhancement capability of the DU beamformer if compared to the conventional one.
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Table II

<table>
<thead>
<tr>
<th>Source</th>
<th>CH1</th>
<th>DS</th>
<th>DU</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scream</td>
<td>49.02</td>
<td>43.41</td>
<td>12.23</td>
</tr>
<tr>
<td>Whistle</td>
<td>16.56</td>
<td>10.96</td>
<td>1.94</td>
</tr>
</tbody>
</table>

Fig. 7. The spectral distance response $S(\theta)$ for a source direction of 20 degrees with an SNR of -3 dB.