Subspace Classification of Human Gait Using Radar Micro-Doppler Signatures
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Abstract—Radar-based monitoring of human gait has become of increased interest with applications to security, sports biomechanics, and assisted living. Radar sensing offers contactless monitoring of human gait. It protects privacy and preserves a person’s right to anonymity. Considering normal, pathological and assisted gait, we demonstrate the effectiveness of radar in discriminating different walking styles. By use of unsupervised feature extraction methods utilizing principal component analysis, we examine five gait classes using two different joint-variable signal representations, i.e., the spectrogram and the cadence-velocity diagram. Results obtained with experimental K-band radar data show that the choice of signal domain and adequate pre-processing are crucial for achieving high classification rates for all gait classes.

I. INTRODUCTION

Gait analysis finds important applications in many areas such as sports biomechanics, medical diagnosis, and rehabilitation [1]. In the last two cases, the observation of gait serves as a basis for therapeutic interventions or ancillary examinations. In this respect, changes in gait patterns can serve as early indicators for neurological conditions, such as parkinsonism, orthopedic problems, and medical conditions.

Most of the research concerned with gait recognition is based on video analysis or wearable-sensor data, see e.g. [2]. On the other hand, radar as an electromagnetic sensing modality has proven to be suitable for analyzing the human gait, see e.g. [3]. It has the advantage of being insensitive to lighting conditions, environmental changes and clothing. Further, it enables remote monitoring of human gait in an unobtrusive and privacy-preserving manner. Due to the micro-Doppler (mD) effect [4], the back-scattered radar signals reflect the intricate characteristics of the observed motion.

Classification of human daily activities and discrimination between normal and abnormal gait strongly depend on the representation domain of the radar backscattering, as well as, the set of features extracted from such domain. Typically, the desired radar performance requires careful selection of the above two processing means, and is more so in the intra motion category classification problem at hand. We show that the choice of signal representations and adequate pre-processing is important prior to applying unsupervised feature extraction methods, such as, e.g., principal component analysis (PCA). The suitability of data representation domains for human motions, including fall, was recently investigated in [5], where the range information was taken into account. In this paper, we assess the suitability of cadence-velocity and time-frequency representations for gait classification based on PCA features. Further, we quantify the effect of pre-processing on the classification accuracy.

Prior work on radar-based human gait recognition is concerned with discriminating between walking with and without arm swinging [6]–[8], walking while holding an object [9], [10], considering different speeds of walking [11] or aim at discriminating individuals [12]. The effect of walking aids, such as a cane or a walker, on radar mD signatures has recently been studied in [13]–[19]. Using experimental K-band radar data of five different gait classes, including normal, pathological and assisted walks, we apply PCA, two-dimensional PCA (2D-PCA), and two-dimensional two-directional PCA (2D2D-PCA) for feature extraction and achieve a classification rate of 96%. The proposed approach outperforms existing works on radar-based human gait recognition, such as [13], [14], in terms of classification accuracy. We note that 2D2D-PCA was previously investigated on radar data of human gait by Li et al. in [9], where walking with and without carrying an object was analyzed. Based on local windows of the spectrogram they achieved a classification accuracy of 92.1% and 91.9% applying PCA and 2D2D-PCA, respectively. Further, Tivive et al. [8] applied 2D2D-PCA for dimensionality reduction of feature vectors obtained from the time-frequency domain for discriminating walking motions with and without arm swinging, where they achieved a classification rate of 91.3%.

We show that 2D-PCA outperforms standard PCA in terms of classification accuracy. The former is faster and avoids singularities when computing the inverse image covariance matrix, as the images are not vectorized prior to forming the data matrix. Further, we demonstrate that, in our case, 2D2D-PCA decreases the classification accuracy compared to using 2D-PCA. This effect is due to the fact that the considered joint-variable representations do not show discriminating characteristics along the Doppler frequency axis, and as a result, the obtained feature vectors using 2D2D-PCA do not add any meaningful information about the observed motions.
The remainder of the paper is structured as follows. Sec. II introduces different joint-variable representations of radar data of human gait. In Sec. III, the feature extraction methods based on PCA and its extensions are outlined. Sec. IV presents the experimental results based on K-band radar data, and final conclusion are given in Sec. V.

II. RADAR MICRO-DOPPLER SIGNATURES OF HUMAN GAIT

Since the radar return signal of human gait is highly non-stationary, we employ the spectrogram to show how the signal’s power spectrum evolves over time. Given a discrete-time signal $s(n)$, the spectrogram is calculated as the squared magnitude of the short-time Fourier transform (STFT)

$$
S(n, k) = \sum_{m=0}^{M-1} w(m)s(n + m)\exp\left(-j2\pi \frac{mk}{K}\right)^2,
$$

for $n = 0, \ldots, N - 1$, where $M$ is the length of the smoothing window $w(\cdot)$, $k$ is the discrete frequency index with $k = 0, \ldots, K - 1$, and $N, M, K \in \mathbb{N}$. Figs. 1(a) and (c) show spectrograms of two walking styles, where the amplitude is converted to dB-scale and the background noise is reduced via adaptive thresholding. In (a), a person is limping toward the radar system. We can identify the limping leg by the reduced maximal Doppler shift of every other mD stride signature. A cane-assisted walk is shown in (c), where the radar has a back-view on the person. Here, first, forth, and seventh mD signatures are solely due the cane’s motion, since the cane is not aligned with any leg. Further details on radar mD signatures of human gait can be found in [13]–[15].

Another joint-variable representation for analyzing human gait is the cadence-velocity diagram (CVD) [11], [12], [15], [20], which is obtained by taking the Fourier transform of the spectrogram along each Doppler frequency bin as

$$
C(\epsilon, k) = \left| \sum_{n=0}^{N-1} \tilde{S}(n, k)\exp\left(-j2\pi \frac{n\epsilon}{L}\right) \right|,
$$

where $\epsilon = 0, \ldots, L - 1, L \in \mathbb{N}$, is the cadence frequency, and $\tilde{S}$ is the noise-reduced spectrogram as shown in Figs. 1(a) and (c). Contrary to the spectrogram, the CVD is a time-invariant representation, i.e., it does not depend on the initial phase of the gait cycle. It depicts the periodicity of body parts that move with the same velocity. Figs. 1(b) and (d) show the CVDs obtained from the spectrograms in (a) and (c), respectively. In (b), the CVD reveals a stripe rate of approximately 0.9 Hz. However, the stripe rate is not well defined in some cane-assisted walks. For this reason, we define the mD repetition frequency $f_{\text{mD}}$, which represents the number of leg or cane signatures per second.

III. FEATURE EXTRACTION BASED ON PRINCIPAL COMPONENT ANALYSIS

For feature extraction, both two-dimensional signal representations, i.e., the spectrogram and the CVD, are considered as images denoted by $X$. PCA can be used to learn intrinsic characteristics of data by finding a set of orthonormal basis that can be used to reconstruct the data by appropriate weighting. Using only a subset of the thus obtained basis the high-dimensional data can efficiently be represented in a lower dimensional subspace. In this case, we aim to describe the spectrogram or CVD images by a small number of features.

A. Principal Component Analysis

For PCA, the training images $X_l \in \mathbb{R}^{I \times J}, l = 1, \ldots, P$ are vectorized row-wise, $x_l = \text{vec}(X_l^T) \in \mathbb{R}^{Q \times 1}$, and stacked column-wise to form a data matrix $X$, i.e., $X = [x_1 \ x_2 \ \cdots \ x_P] \in \mathbb{R}^{Q \times P}$, where $Q = IJ$ is the total number of image pixels and $P$ is the number of training images. The principal components are the eigenvectors of the covariance matrix of $X$ corresponding to the largest eigenvalues. For computing the principal components, the singular value decomposition (SVD) algorithm is utilized, which decomposes $X$ such that $Y = UDV^T$, where the columns of $U$ and $V$ are the left and right eigenvectors, respectively. The diagonal matrix $D$ contains the singular values on its main diagonal, where the eigenvalues are related to the singular values by $\Lambda = 1/(P-1)D^2$ [21]. The left eigenvector that corresponds to the largest eigenvalue is the first principal component and explains most of the variance in the data. The first $\alpha$ principal components span a $\alpha$-dimensional subspace of the originally $Q$-dimensional data space. Each vectorized training and test image, $x$, is projected into that subspace $U$ by

$$
p = \tilde{U}^Tx,
$$

where $p \in \mathbb{R}^{\alpha \times 1}, \alpha \le Q \in \mathbb{N}$ is the subspace representation of the original image. Here, $\tilde{U} \in \mathbb{R}^{Q \times \alpha}$ contains the eigenvectors, or eigenimages, corresponding to the first $\alpha$ eigenvalues. The resulting projections $p = [p_1 p_2 \ \cdots \ p_\alpha]^T$, form the feature vector used for classification.
B. Two-dimensional Principal Component Analysis (2D-PCA)

Contrary to PCA, two-dimensional PCA operates on the image directly without prior vectorization [22]. From the image covariance matrix given by

\[
H = \frac{1}{P} \sum_{i=1}^{P} (X_i - \bar{X})^T (X_i - \bar{X}),
\]

where \( \bar{X} = \frac{1}{P} \sum_{i=1}^{P} X_i \) is the average training image, the optimal projection axes are found by maximizing the generalized total scatter criterion \( J(\Phi) = \Phi^T H \Phi \). The unitary vector that maximizes \( J(\Phi) \), i.e., the eigenvector of \( H \) corresponding to the largest eigenvalue, gives the optimal projection axis. Let \( \Phi \) be the optimal projection matrix whose columns contain \( \beta \) optimal projection axes, i.e., \( \phi_1, \ldots, \phi_\beta, \beta \leq J \in \mathbb{N} \), an image \( X \) is projected by

\[
P = X \Phi.
\]

The obtained feature matrix \( P \in \mathbb{R}^{T \times \beta} \) is vectorized prior to classification.

C. Two-dimensional Two-directional Principal Component Analysis (2D2D-PCA)

The 2D-PCA operates along the row direction of the input images [23]. In order to take the information along the image columns into account, we calculate the image covariance matrix

\[
V = \frac{1}{P} \sum_{i=1}^{P} (X_i - \bar{X}) (X_i - \bar{X})^T,
\]

where \( \bar{X} = \frac{1}{P} \sum_{i=1}^{P} X_i \) is again the average training image. Maximizing the following generalized total scatter criterion \( J(\Omega) = \Omega^T V \Omega \), the optimal projection axes are given by the eigenvectors of \( V \). Using \( \gamma \) eigenvectors corresponding to the largest eigenvalues, we obtain \( \gamma \) optimal projection axes \( \omega_1, \ldots, \omega_\gamma \), where \( \gamma \leq J \in \mathbb{N} \). Let \( \Omega \) be the optimal projection matrix whose columns are given by \( \omega_1, \ldots, \omega_\gamma \), the subspace representation of an image \( X \) is obtained by

\[
P = \Omega^T X \Phi.
\]

The 2D2D-PCA feature matrix \( P \in \mathbb{R}^{T \times \beta} \) is vectorized prior to classification.

IV. EXPERIMENTAL RESULTS

A. Radar Data

The experimental radar data were recorded in an office environment at Technische Universität Darmstadt using a 24 GHz continuous-wave radar [24]. Four different test subjects were asked to walk toward and away from the radar system, covering a distance of approximately 4 m. The radar was positioned at 1.15 m above the ground. Each test subject performed five different walking styles: 1) normal walking (NW), 2) limping with one (L1) or 3) both legs (L2), 4) walking with cane in sync with one of the legs (CW), and 5) walking with a cane, where the cane is moved out of sync with any leg (CW/oo). In total, 400 measurements of 6 s duration are considered, where the number of experiments per gait class and direction are equal among the test subjects.

B. Methodology

The radar signals of length \( N = 15360 \) are processed to obtain the spectrogram as defined in Eq. (1), where a Hamming window of length \( M = 255 \) and \( K = 2048 \) discrete frequency points are used. After converting the spectrograms into logarithmic scale and suppressing the noise, the CVD is calculated according to Eq. (2) with \( L = 2^{16} \) discrete frequency points. The spectrograms and the CVDs are considered as images and their pixel values are scaled to the range of \([0, 1]\), i.e., they are converted to gray-scale images. All images are resized to have the same size, with \( I = 100 \) and \( J = 128 \). The subspace is learned based on a subset of the available images. Here, \( 80\% \) of the measurements are used for training, i.e., \( P = 320 \), and the remainder is used for testing. Projecting the training and test images into the subspace, we obtain features to train and test a classifier. The classification results are obtained using a simple nearest neighbor classifier with Euclidean distance. In order to assess the overall performance, 100 classification results are averaged, where training and test images are randomly chosen each time.

C. Comparison of Radar Data Representations

In order to demonstrate the importance of choosing appropriate data representations for feature extraction, we calculate the spectrograms and CVDs as described in Sec. II, and compare their classification performance. In order to compensate for the time dependence of the spectrogram, we extract four stride signatures per measurement and limit the Doppler axis to the maximal observed Doppler shift. We note that some gait spectrograms still show different initial stride types, e.g., the first step can be normal or abnormal.

Fig. 2(a) shows the classification accuracy over all gait classes as a function of the number of principal components using PCA-based features of spectrograms, time-aligned spectrograms and CVDs. Here, the shaded areas indicate \( \pm \sigma \), where \( \sigma \) denotes the standard deviation of the classification accuracy. For the same number of principal components, the CVD is significantly higher for the CVDs and aligned spectrograms compared to the raw spectrograms. In essence, using \( \alpha = 18 \) features CVDs and aligned spectrograms achieve an accuracy of approximately 90%, where the raw spectrograms reach only about 70% correct classification rate. The latter can be explained by the fact, that the raw spectrograms are not aligned in time and vary in the sequence and number of strides and (overlaying) cane signatures. Contrary to the spectrogram, the CVD depicts the motion patterns of the gait and is independent of the initial phase of the gait. Thus, we find that, for gait pattern recognition, the CVD is the preferred joint-variable representation.

D. Effect of Pre-Processing

CVDs represent the radar data in a joint frequency-frequency domain, i.e., Doppler and cadence frequency. From Fig. 1, we observe that along the Doppler frequency axis, the CVDs contain information up to the maximal observed Doppler shift. Hence, it is natural to consider the CVD
images only up to this limit. Further, walks vary in mD repetition frequency, where the amplitudes of the harmonic components decrease with increasing cadence frequency and the gait pattern is diminished beyond approximately 5 Hz. In order to assess the relevance of compensating for different maximal observed Doppler shifts $f_{\text{max}}^D$ and mD repetition frequencies $f_{\text{mD}}$, we analyze the classification performance using the following pre-processed CVDs:

- CVD: considered up to $\pm 500$ Hz Doppler frequency and 5 Hz cadence frequency,
- CVD($f_{\text{max}}^D$): considered up to $f_{\text{max}}^D$ and 5 Hz cadence frequency,
- CVD($f_{\text{mD}}$): considered up to $\pm 500$ Hz Doppler frequency and $5 \cdot f_{\text{mD}}$ (Hz) cadence frequency,
- CVD($f_{\text{max}}^D,f_{\text{mD}}$): considered up to $f_{\text{max}}^D$ and $5 \cdot f_{\text{mD}}$ (Hz) cadence frequency,

where $f_{\text{max}}^D$ and $f_{\text{mD}}$ are extracted from the spectrogram as described in [13]. Fig. 3 shows examples of pre-processed CVDs, where (a) corresponds to the CVD in Fig. 1(d). We point out that pre-processing of CVDs along the cadence frequency axis was first proposed in [15].

The classification accuracy of using the aforementioned versions of the CVD and PCA-based feature extraction is shown in Fig. 2(b). It can be seen that compensating for different $f_{\text{max}}^D$ does not significantly increase the classification performance compared to the raw CVD. However, aligning the CVDs along the cadence frequency axis, i.e., using CVD($f_{\text{mD}}$) or CVD($f_{\text{max}}^D,f_{\text{mD}}$), the classification accuracy is improved by 5% to 10% depending on the number of principal components.

E. PCA-based classification

Fig. 2(c) shows the classification results using PCA, 2D-PCA, and 2D2D-PCA for feature extraction of the pre-processed CVDs, i.e., CVD($f_{\text{max}}^D,f_{\text{mD}}$). It can be seen that 2D-PCA outperforms PCA and 2D2D-PCA in terms of accuracy, when using only a small number of projection axes for feature extraction. Note that $\beta$ is chosen equal to $\gamma$ for 2D2D-PCA. The highest classification rates of 95.97% are achieved by using 2D-PCA and $\beta = 5$ projection axis. In Table I, the feature extraction methods are compared in terms of classification accuracy, dimension of the feature vector, and computation time, where the latter is the average processing time over 100 classifications. Since the computation times of 2D-PCA and 2D2D-PCA are similar, we conclude that 2D-PCA is most efficient in capturing the inherent structure of the CVD.

In order to analyze why 2D2D-PCA does not outperform 2D-PCA, we compare the classification accuracy of using 2D-PCA on the pre-processed CVDs and the same images rotated by 90 degree. In essence, we compare the performance of using the image covariance matrix $H$ of Eq. (4), or $V$ of Eq. (6) for feature extraction. Fig. 4 shows that the classification accuracy is generally lower when using $V$. This holds for both, the pre-processed CVDs and the aligned spectrograms. Hence, the rows of both joint-variable signal representations contain more information for discriminating different gait classes than their columns. In these cases, 2D2D-PCA does not outperform...
2D-PCA because of the special pattern in the images at hand.

The confusion matrices for 2D-PCA-based feature extraction using aligned spectrograms and pre-processed CVDs are given in Tables II and III, respectively. Here, the image covariance matrix $H$ and $\beta = 5$ projection axes are used. The average accuracy over all gait classes is 88.56% and 95.97% for the spectrograms and the CVDs, respectively. Using spectrograms, most of the confusion appears between NW and CW, which is natural since the underlying gait pattern of a cane-assisted walk is a normal walk. However, the CVD is able to reduce this confusion significantly as it detects the additional periodicity in the gait due to the cane’s motion.

### V. Conclusion

We addressed the importance of choosing appropriate signal representations and perform adequate pre-processing prior to unsupervised feature extraction based on PCA and its extensions. We found that for radar-based human gait recognition, the CVD represents a more suitable joint-variable representation to discern different gait patterns than the spectrogram. Experimental results show that five different gait classes are correctly classified in 96% of the cases using pre-processed CVDs. Here, 2D-PCA is found most efficient for feature extraction compared to standard PCA and 2D2D-PCA.