








In the sequel, we apply the principal component analysis

(PCA) and we keep the first 3 significant components; thus,

in our experiment l = 3. Note also that Fig. 2 depicts the

best mapping obtained by each algorithm (results are shown

in Table II).
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Fig. 2. Clustering results on Salinas HSI.

Table II. Clustering algorithms performance on Salinas HSI.
mini mfinal SR (%) T ime (s)

k-means 7 7 65.69 1.02

PCM 15 5 81.32 6.06

APCM 15 7 88.07 5.10

GAPCM 15 7 93.24 630.10
O-kmeans 7 7 81.43 0.28

O-APCM 15 7 85.55 0.96

O-GAPCM 15 7 94.49 2.93

As it is depicted in Fig. 2, even when k-means is initialized

with the actual number of clusters (mini = 7), it splits

each of the classes “Stubble” and “Celery” into two clusters

and merges the “Fallow 1”, “Fallow 2” and “Fallow 3”

classes. The PCM algorithm fails to uncover more than 5

discrete clusters, merging the three different types of the

“Fallow” class. APCM and GAPCM manage to distinguish

“Fallow 1” from “Fallow 3” class, identifying all underlying

clusters. However, GAPCM achieves significantly higher SR
than APCM, which implies that it unravels much better

the actual “shape” of the clusters in the feature space.

This is also reflected in Figs. 2d, 2e, where the APCM

clustering result exhibits more “pixeling” in certain types

of land cover, compared to that of GAPCM, where the

result is “smoother”. On the other hand, GAPCM is more

computationally demanding algorithm than APCM. As far

as the online algorithms are concerned, both O-kmeans and

O-APCM fail in distinguishing “Fallow 1” from “Fallow

3” class. Finally, O-GAPCM manages to detect all clus-

ters, achieving the highest SR amongst all. Furthermore,

compared to the GAPCM, O-GAPCM is significantly more

computationally efficient.

IV. CONCLUSION
In this paper an online generalized possibilistic c-means

clustering algorithm, called Online Generalized Adaptive

Possibilistic C-Means (O-GAPCM), is proposed. Based on

APCM and extending its abilities, O-GAPCM is also able

to unravel hyper-ellipsoidally shaped clusters performing on-

line processing, which makes it very computational efficient.

Experimental results show that O-GAPCM exhibits the best

compromise between accuracy and time efficiency, compared

to other related algorithms. The application of O-GAPCM to

non-stationary environments is a subject of current research.

REFERENCES

[1] J. A. Hartigan and M. A. Wong, “Algorithm as 136:

A k-means clustering algorithm,” Journal of the Royal
Statistical Society, vol. 28, pp. 100–108, 1979.

[2] J. C. Bezdek, “A convergence theorem for the fuzzy

isodata clustering algorithms,” IEEE Trans. on Pattern
Analysis and Machine Intelligence, pp. 1–8, 1980.

[3] J. C. Bezdek, Pattern Recognition with Fuzzy Objective
Function Algorithms, Plenum, 1981.

[4] R. Krishnapuram and J. M. Keller, “A possibilistic

approach to clustering,” IEEE Transactions on Fuzzy
Systems, vol. 1, pp. 98–110, 1993.

[5] R. Krishnapuram and J. M. Keller, “The possibilistic

c-means algorithm: Insights and recommendations,”

IEEE Trans. on Fuzzy Systems, pp. 385–393, 1996.

[6] S. D. Xenaki, K. D. Koutroumbas, and A. A. Ron-

togiannis, “A novel adaptive possibilistic clustering

algorithm,” IEEE Transactions on Fuzzy Systems, vol.

24, no. 4, pp. 791–810, 2016.

[7] S. D. Xenaki, K. D. Koutroumbas, and A. A. Ron-

togiannis, “Generalized adaptive possibilistic c-means

clustering algorithm,” to be presented at 10th Hellenic
Conference on Artificial Intelligence (SETN), Jul 2018.

[8] W. Barbakh and C. Fyfe, “Online clustering al-

gorithms,” International Journal of Neural Systems
(IJNS), vol. 18, pp. 185–194, 2008.

[9] S. D. Xenaki, K. D. Koutroumbas, and A. A. Ronto-

giannis, “Hyperspectral image clustering using a novel

efficient online possibilistic algorithm,” 24th European
Signal Processing Conference (EUSIPCO), Aug 2016.

[10] ,” http://www.ehu.eus/ccwintco/index.php/Hyperspectr

al Remote Sensing Scenes.

2018 26th European Signal Processing Conference (EUSIPCO)

ISBN 978-90-827970-1-5 © EURASIP 2018 2650


