Distributed combined acoustic echo cancellation and noise reduction using GEVD-based distributed adaptive node specific signal estimation with prior knowledge
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Abstract—Distributed combined acoustic echo cancellation (AEC) and noise reduction (NR) in a wireless acoustic sensor network (WASN) is tackled by using a specific version of the PK-GEVD-DANSE algorithm (cfr. [1]). Although this algorithm was initially developed for distributed NR with partial prior knowledge of the desired speech steering vector, it is shown that it can also be used for AEC combined with NR. Simulations have been carried out using centralized and distributed batch-mode implementations to verify the performance of the algorithm in terms of AEC quantified with the echo return loss enhancement (ERLE), as well as in terms of the NR quantified with the signal-to-noise ratio (SNR).
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I. INTRODUCTION

Many speech and audio signal processing applications, such as teleconferencing/telepresence, in-car and full-duplex communication, voice recognition and ambient intelligence, suffer from acoustic echoes and background noise which corrupt the desired speech signal. Acoustic echo cancellation (AEC) and noise reduction (NR) techniques can be used to enhance the desired speech signal while reducing undesired components [2]–[5].

Centralized approaches are usually prohibitive in a wireless acoustic sensor network (WASN) in terms of complexity and communication cost [6], hence distributed signal processing techniques have been developed such as, e.g., the distributed delay-and-sum beamformer for NR based on randomized gossiping presented in [7], which was then extended to a distributed MVDR beamformer based on message passing in [8]. Both algorithms do not have a topology constraint and provide good performance at the expense of a high communication cost [7].

The distributed adaptive node-specific signal estimation (DANSE) algorithm as developed in [9], performs distributed NR, i.e., optimally enhances the local microphone signals in each WASN node, as if all signals in the WASN were available to each and every node, while each node is still sharing only a fused version of its microphone signals with the other nodes. None of the algorithms mentioned so far considered the fact that there may be signals available in the WASN that do not contribute to the desired speech steering vector.

Here, distributed combined AEC and NR is considered in a WASN where a node has microphones as well as loudspeakers. The loudspeakers play given (far-end) signals, and generate echo signals in the microphones (also in other nodes). The prior knowledge (PK) generalized eigenvalue decomposition (GEVD)-based DANSE algorithm (PK-GEVD-DANSE), although initially developed for NR with partial prior knowledge of the desired speech steering vector, will be used here for AEC combined with NR. In this case, the PK expresses the fact that the loudspeaker signals in an AEC scenario do not contribute to the desired speech steering vector. The PK-GEVD-DANSE algorithm then performs AEC and NR at each node based on sharing not only fused microphone and loudspeaker signals, which act as desired signal references, but also fused loudspeaker signals, which act as noise references. Each node then effectively implements a cascaded approach to perform first AEC and then NR, using fused signals from the other nodes. Nevertheless, the PK-GEVD-DANSE achieves a performance as if all signals in the WASN were available to each and every node. A centralized PK multichannel Wiener filter (PK-MWF) algorithm is also described and used for comparison.

The paper is organized as follows. The data model is presented in Section II. The formulations for the centralized and distributed algorithm are provided in Sections III, IV and V. Simulations are shown in Section VI and Section VII concludes the paper.
II. DATA MODEL

A fully connected WASN with \( K \) nodes is considered as shown in Fig. 1 in which a node \( k \in K = \{1, \ldots, K\} \) has access to the short-time Fourier transform (STFT) domain \( n_k \times 1 \) signal vector \( \mathbf{y}_k(\kappa, l) = [\mathbf{x}_k(\kappa, l), \mathbf{u}_k(\kappa, l)] \), where \( \kappa \) is the frequency bin index, \( l \) the time frame index (for brevity \( \kappa \) and \( l \) will be omitted in the following, except for a few cases where \( l \) has to be included explicitly), \( n_k = m_k + P \cdot l_k \), \( \mathbf{u}_k \) contains \( l_k \) local loudspeaker signals sampled at the current and previous \( P - 1 \) frames, i.e.,

\[
\mathbf{u}_k(l) = \begin{bmatrix}
    u_1(l) \\
    \vdots \\
    u_1(l - P + 1) \\
    \vdots \\
    u_{l_k}(l) \\
    \vdots \\
    u_{l_k}(l - P + 1)
\end{bmatrix}
\]

(1)

whereas \( \mathbf{x}_k \) contains \( m_k \) local microphone signals sampled only at the current frame and is modeled as

\[
\mathbf{x}_k = \mathbf{s}_k + \mathbf{n}_k = \mathbf{a}_k \mathbf{s} + \mathbf{n}_k.
\]

(2)

Here, \( \mathbf{s} \) is the desired speech signal (also known as the dry signal), \( \mathbf{a}_k \) contains the acoustic transfer functions from the speech source position to the local microphones, \( \mathbf{s}_k \) the desired speech component and \( \mathbf{n}_k \) the noise component, specified as

\[
\mathbf{n}_k = \mathbf{G}_k \mathbf{u}_k + \mathbf{G}_{-k} \mathbf{u}_{-k} + \mathbf{b}_k
\]

(3)

where \( \mathbf{G}_k \) is an \( m_k \times P l_k \) matrix representing the local echo paths from the local loudspeakers to the local microphones, \( \mathbf{G}_{-k} \) an \( m_k \times P (L - l_k) \) matrix representing the echo paths from the loudspeakers in the other nodes to the local microphones, with \( L = \sum_{k=1}^{K} l_k \), and similarly \( M = \sum_{k=1}^{K} m_k, N = \sum_{k=1}^{K} n_k = M + P \cdot L, \) \( \mathbf{u}_k \) contains the loudspeaker signals from the other nodes\(^1\) and \( \mathbf{b}_k \) is the background noise. Node \( k \) has immediate access to \( \mathbf{y}_k \) only.

The following vectors are also defined \( \tilde{s}_k = \left[ s_k^H \ 0_{1 \times P l_k} \right]^H, \) \( \tilde{n}_k = \left[ n_k^H \ u_k^H \right]^H \) and \( \tilde{a}_k = \left[ a_k^H \ 0_{1 \times P l_k} \right]^H, \) where \( 0_{1 \times P l_k} \) is a \( P l_k \)-dimensional all-zero vector and \((\cdot)^H\) denotes the conjugate transpose operator, so that \( \mathbf{y}_k = \tilde{s}_k + \tilde{n}_k = \mathbf{a}_k \mathbf{s} + \mathbf{n}_k. \)

The \( N \)-dimensional vectors, \( \mathbf{y}, \mathbf{s}, \mathbf{n} \) and \( \mathbf{a} \) are the stacked versions of \( \mathbf{y}_k, \tilde{s}_k, \tilde{n}_k \) and \( \tilde{a}_k \), respectively, such that the signal vector \( \mathbf{y}_k \) can be generalized as follows

\[
\mathbf{y} = \mathbf{s} + \mathbf{n} = \mathbf{a} \mathbf{s} + \mathbf{n}.
\]

(4)

\(^1\)The model for the echo signals in (3) is an approximate model, the approximation being better when the STFT uses frequency selective analysis filters, and when the number of frames \( P \) matches with the true length of the echo paths \([10]\).
the statistics change slowly \( \beta \) should be chosen close to 1 to obtain long-term estimates that mainly capture the spatial coherence between the microphone signals. For the time being, it is assumed that the loudspeaker signals are always active and sufficiently uncorrelated, hence that \( \hat{R}_{nn} \) is full rank, and that the loudspeaker signals and background noise are stationary. Therefore the VAD should be able to detect the activity of the desired speech signal in the presence of loudspeaker signals which may contain speech signals, and other background noise signals. The following procedure will then be used to estimate \( \hat{R}_{ss} \) based on the criterion [1], [11]

\[
\hat{R}_{ss} = \arg \min_{\text{rank}(\hat{R}_{ss})=1} \left\| \hat{R}_{nn}^{-1/2} \left( \hat{R}_{yy} - \hat{R}_{nn} - \hat{R}_{ss} \right) \hat{R}_{nn}^{-1/2} \right\|_F^2, \tag{8}
\]

where \( \| \cdot \|_F \) denotes the Frobenius norm. Spatial pre-whitening is applied by pre- and post-multiplying by \( \hat{R}_{nn}^{-1/2} \) and \( \hat{R}_{nn}^{-1/2} \), respectively. The solution to (8) is based on a generalized eigenvalue decomposition (GEVD) of the matrix pencil \( \{\hat{R}_{yy}, \hat{R}_{nn}\} \) [11], [13]

\[
\hat{R}_{yy} = Q \Sigma_{yy} Q^H, \quad \hat{R}_{nn} = Q \Sigma_{nn} Q^H \tag{9}
\]

where \( \Sigma_{yy} \) and \( \Sigma_{nn} \) are diagonal matrices and \( Q \) is an invertible matrix. The speech correlation matrix estimate \( \hat{R}_{ss} \) is then given as [11]

\[
\hat{R}_{ss} = Q \text{diag}\{\sigma_{y_1} - \sigma_{n_1}, 0, \ldots, 0\} Q^H \tag{10}
\]

where \( \sigma_{y_1} \) and \( \sigma_{n_1} \) are the first diagonal elements of \( \Sigma_{yy} \) and \( \Sigma_{nn} \), respectively, corresponding to the largest ratio \( \sigma_{y_i}/\sigma_{n_i} \). Using (10) and \( \hat{R}_{yy} \) (cfr. (9)) in (6), \( \hat{w}_k \) can be expressed as

\[
\hat{w}_k = Q^{-H} \text{diag} \left\{ 1 \frac{-\sigma_{n_1}}{\sigma_{y_1}}, 0, \ldots, 0 \right\} Q^H d_k. \tag{11}
\]

In this approach, the loudspeaker signals are included in the formulation, however, it fundamentally consists of applying NR without considering that there is no desired speech component in these loudspeaker signals.

IV. CENTRALIZED COMBINED AEC AND NR WITH PRIOR KNOWLEDGE (PK-MWF)

Exploiting the prior knowledge that \( \hat{R}_{ss} \) has a specific zero structure (cfr. definition of \( s_k \) and \( \hat{s}_k \)), (8) can be redefined as

\[
\hat{R}_{ss} = \arg \min_{\text{rank}(\hat{R}_{ss})=1} \left\| \hat{R}_{nn}^{-1/2} \left( \hat{R}_{yy} - \hat{R}_{nn} - \hat{R}_{ss} \right) \hat{R}_{nn}^{-1/2} \right\|_F^2, \tag{12}
\]

where \( B \) is a \( N \times PL \) block diagonal matrix with \( k \)th diagonal block \( B_k \) equal to

\[
B_k = \begin{bmatrix} 0 \\ I_{P_k} \end{bmatrix}, \quad B = \begin{bmatrix} B_1 & 0 & \ldots & 0 \\ 0 & B_2 & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & B_K \end{bmatrix}, \tag{13}
\]

with \( I_{P_k} \) a \( P_k \times P_k \) identity matrix. In this particular case \( B \) is a selection matrix that selects the loudspeaker signals.

In [1] it is shown that this leads to the reduced dimensional matrix pencil \( \{\hat{R}_{\tilde{y}y}, \hat{R}_{\tilde{n}n}\} \) with GEVD

\[
\hat{R}_{\tilde{y}y} = \hat{Q} \Sigma_{\tilde{y}y} \hat{Q}^H \tag{14}
\]

\[
\hat{R}_{\tilde{n}n} = \hat{Q} \Sigma_{\tilde{n}n} \hat{Q}^H
\]

where \( \hat{R}_{\tilde{y}y} = C^H \hat{R}_{yy} C, \hat{R}_{\tilde{n}n} = C^H \hat{R}_{nn} C, \tilde{y} = C^H y \), and with \( C \) a \( N \times M \) matrix obtained from the linearly-constrained minimum variance (LCMV) beamformer optimization criterion

\[
C = \arg \min_{\text{s.t. } H^H C = I_M} \text{trace} \{C^H \hat{R}_{nn} C \} \tag{15}
\]

where \( H \) is a \( N \times M \) block diagonal matrix with \( k \)th diagonal block equal to

\[
H_k = \begin{bmatrix} I_{m_k} \\ 0 \end{bmatrix}, \quad H = \begin{bmatrix} H_1 & 0 & \ldots & 0 \\ 0 & H_2 & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & H_K \end{bmatrix}, \tag{16}
\]

such that \( H^H H = I_M \) and \( B^H F \) = 0. Hence \( C \) can be defined based on a generalised sidelobe canceller (GSC) implementation as [1], [14]

\[
C = H - BF \tag{17}
\]

\[
F = (B^H \hat{R}_{nn} B)^{-1} B^H \hat{R}_{nn} H. \tag{18}
\]

where the filter \( F \) operates on the loudspeaker signals and, in this particular case effectively serves as an AEC filter cancelling the echo components in the so-called fixed beamformer outputs corresponding to \( H \) i.e. the microphone signals. In practice, \( F \) can also be implemented adaptively via a normalized least mean squares (NLMS) algorithm, as in [2], [14].

The prior knowledge speech correlation matrix \( \hat{R}_{ss} \), i.e., the solution to (12), is then given as [1], [11]

\[
\hat{R}_{ss} = \text{H} \hat{Q} \text{diag}\{\sigma_{y_1} - \sigma_{n_1}, 0, \ldots, 0\} \hat{Q}^H \text{H}^H, \tag{19}
\]

where \( \sigma_{y_1} \) and \( \sigma_{n_1} \) are the first diagonal elements of \( \Sigma_{\tilde{y}y} \) and \( \Sigma_{\tilde{n}n} \), respectively, corresponding to the largest ratio \( \sigma_{y_1}/\sigma_{n_1} \). Using this expression and the reduced dimensional \( \hat{R}_{\tilde{y}y} \) (cfr. (14)), the filter \( \hat{w}_k \) can finally be expressed as [1]

\[
\hat{w}_k = \text{C} \hat{W}_{GEVD} \text{H}^H d_k = \text{C} \hat{W}_{GEVD} e_{d_k}. \tag{20}
\]

\[
\text{W}_{GEVD} = \hat{Q}^{-H} \text{diag} \left\{ 1 \frac{-\sigma_{n_1}}{\sigma_{y_1}}, 0, \ldots, 0 \right\} \hat{Q}^H \tag{21}
\]

where the node-specific signal estimate is finally obtained as \( \hat{d}_k = \hat{w}_k^H y \). The centralized solution then indeed corresponds to merely a cascade of AEC (cfr. (17)) and NR (cfr. (21)).

V. DISTRIBUTED COMBINED AEC AND NR WITH PRIOR KNOWLEDGE (PK-GEVD-DANSE)

In the distributed processing approach, the PK-GEVD-DANSE algorithm [1] is used where each node instead of broadcasting \( n_k \) microphone and loudspeaker signals, broadcasts only 2 fused signals, i.e., a desired signal reference and a noise reference. In the context of combined AEC and NR, the second fused signal is a fused loudspeaker signal. Each node
then performs local operations, effectively corresponding to a reduced dimensional version ($n_k + 2(K-1)$ in node $k$) of the procedure of section IV (dimension $N$) but now based on its local microphone and loudspeaker signals and the received fused signals from the other nodes. The fused signals broadcast by node $k$ are

$$\mathbf{z}_k = \mathbf{p}_k^H \mathbf{y}_k$$

(22)

$$\tilde{\mathbf{z}}_k = \lambda_k^H \mathbf{B}_k^H \mathbf{y}_k = \lambda_k^H \mathbf{u}_k$$

(23)

where $\mathbf{p}_k$ is an $n_k$-dimensional fusion vector and $\lambda_k$ is a $P_l$-dimensional fusion vector. Then each node has access to a signal vector $\mathbf{y}_k = [y_k^H \mathbf{z}_k^H \mathbf{z}_{-k}^H]^H$, where the subscript $-k$ refers to the concatenation of the fused signals of nodes other than $k$, so that $\mathbf{z}_{-k} = [z_k^H \ldots z_{k-1}^H z_{k+1}^H \ldots z_K^H]$. Similarly for $\mathbf{z}_{-k}$. A modification must be introduced in $\mathbf{H}_k$ and $\mathbf{B}_k$ to account for the extra signals broadcast from the other nodes, hence

$$\mathbf{H}_k = \begin{bmatrix} \mathbf{I}_{n_k} & 0 & 0 \\ 0 & \mathbf{I}_{P_l} & 0 \\ 0 & 0 & \mathbf{I}_{K-1} \end{bmatrix}, \quad \mathbf{B}_k = \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix}.$$  

(24)

where $\mathbf{H}_k$ is an $(n_k+2K-2) \times (m_k+K-1)$ matrix and $\mathbf{B}_k$ is an $(n_k+2K-2) \times (P_l + K-1)$ matrix. Then equations (17) and (18) become respectively

$$\mathbf{C}_k = \mathbf{H}_k - \mathbf{B}_k \mathbf{F}_k$$

(25)

$$\mathbf{F}_k = (\mathbf{B}_k^H \mathbf{R}_{\tilde{\mathbf{z}}_k, \tilde{\mathbf{z}}_k} \mathbf{B}_k)^{-1} \mathbf{B}_k^H \mathbf{R}_{\tilde{\mathbf{z}}_k, \mathbf{w}_k}$$

(26)

where $\tilde{\mathbf{z}}_k$ corresponds to $\mathbf{y}_k$ in “noise-only” periods, $\mathbf{R}_{\tilde{\mathbf{z}}_k, \tilde{\mathbf{z}}_k} = \mathbf{E} \{ \mathbf{y}_k \mathbf{y}_k^H \}$, $\mathbf{y}_k = \mathbf{C}_k^H \mathbf{y}_k$, $\mathbf{R}_{\mathbf{z}_k, \mathbf{z}_k} = \mathbf{E} \{ \mathbf{z}_k \mathbf{z}_k^H \}$, $\mathbf{R}_{\mathbf{z}_k, \mathbf{z}_k} = \mathbf{C}_k^H \mathbf{R}_{\mathbf{z}_k, \mathbf{z}_k} \mathbf{C}_k$ and $\hat{\mathbf{R}}_{\tilde{\mathbf{z}}_k, \mathbf{y}_k} = \mathbf{C}_k^H \hat{\mathbf{R}}_{\tilde{\mathbf{z}}_k, \mathbf{y}_k} \mathbf{C}_k$. The fusion vectors are defined as [1]

$$\lambda_k = [\mathbf{I}_{P_l} 0] \mathbf{B}_k \mathbf{R}_{\tilde{\mathbf{z}}_k, \mathbf{z}_k} \mathbf{B}_k^{-1} \mathbf{B}_k^H \mathbf{R}_{\tilde{\mathbf{z}}_k, \mathbf{y}_k} \mathbf{w}_k.$$  

(27)

$$\mathbf{p}_k = [\mathbf{I}_{n_k} 0] \mathbf{w}_k$$

(28)

where the local filter $\mathbf{w}_k$ is defined as

$$\mathbf{w}_k = \mathbf{C}_k \mathbf{W}_{GEVD,k} \mathbf{H}_k^H \mathbf{1}_{0}.$$

(29)

with $\mathbf{W}_{GEVD,k}$ defined similar to (21) but using the GEVD of $\{\hat{\mathbf{R}}_{\tilde{\mathbf{z}}_k, \mathbf{y}_k}, \mathbf{R}_{\mathbf{z}_k, \mathbf{z}_k} \}$. In each time frame the nodes broadcast fused signals (22) and (23) using their current fusion vectors. One node then updates its fusion vectors by means of (24)- (29). When the nodes update sequentially in a round-robin fashion (e.g. one node updates per time frame) the local signal estimates $\mathbf{d}_k = \mathbf{w}_k^H \mathbf{y}_k$ have been shown to converge in each node to the centralized signal estimates obtained with (20) [1].

VI. SIMULATIONS

This section outlines the simulations carried out using the sections III and IV algorithms, MWF and PK-MWF, respectively and the PK-GEVD-DANSE algorithm described in section V. The scenario depicted in Fig. 1a was first used with $P = 1$. The performance of the algorithm was measured in terms of the echo return loss enhancement (ERLE) and the signal-to-noise ratio (SNR). The simulations were set up as follows. Firstly, the microphone and loudspeaker signals were simulated at each node using room impulse responses of 500 samples long with the randomized image method described in [15] and a sampling frequency of 16kHz. The reflection coefficient of all surfaces in the room was set to 0.15 (for a reverberation time $T_{60} = 0.1116s$), and the random displacement of the image sources to 0.13m. The inter microphone distance of the arrays was set to 20cm for all the nodes. The microphone signals have been created such that the signal-to-echo-and-noise ratio at microphone 1 in node 2 was $-5$ dB. Then, the corresponding vector $\mathbf{y}_k$ for each node was transformed to the STFT domain using a square-root hann window of 512 samples using 50% overlap. The correlation matrices in (9), (14) and $\{\hat{\mathbf{R}}_{\tilde{\mathbf{y}}_k, \mathbf{y}_k}, \mathbf{R}_{\mathbf{z}_k, \mathbf{z}_k} \}$ in section V where computed by selecting the time frames where the desired speech signal was active and not active, respectively, based on an ideal VAD. An ideal VAD was used to isolate the influence of VAD errors. In practice the VAD may not perform well because the echo signals may also be speech signals. This may be tackled by sharing VAD information among the nodes [15] and/or using a speaker-selective VAD [17]. All nodes in Fig. 1a had a loudspeaker reproducing a speech signal, which were simultaneously active only when the desired speech signal was not active. The second loudspeaker in node 3 was reproducing a music signal which was continuously active. The desired speech signal came from a speaker located around the centre of the room. A continuously active localized noise source was also included, producing babble noise.

PK-GEVD-DANSE was run with simultaneous node updating with a relaxation factor $\alpha_{CS} = 0.9$, to guarantee convergence as suggested in [12]. The ERLE was computed with non-overlapping windows of 1024 samples. The average ERLE (over the time frames) and SNR are shown in Fig. 2. Both metrics were computed for the first microphone in each node. The SNR was computed by filtering the noise component at each microphone signal with the filter obtained for each implementation. PK-GEVD-DANSE is abbreviated to PK-DANSE in the legends for brevity. The MSE for the three algorithms at the first microphone of each node is shown in Fig. 3.

It can be seen in all nodes that including the PK reduces the error in the estimation of the desired speech signal. It can also be seen that PK-GEVD-DANSE converges to the same results as PK-MWF. In node 3 PK-GEVD-DANSE and PK-MWF outperform MWF in terms of ERLE and SNR. Notice that node 3 is the furthest away from the desired speech source location, it is very close to the noise source and has two different loudspeaker signals.

The scenario depicted in Fig. 1b was simulated with echo paths of 4096 samples long and a $T_{60} \approx 1.1$s. A per-frame processing approach now is used for PK-GEVD-DANSE, where the correlation matrices are updated based on (7), and its MSE is shown in Fig. 4 and compared to batch results for MWF and PK-MWF. The significant MSE values before frame index 50 are due to the initial updating of the correlation matrices. The use of previous frames is investigated for $P =$
It has been shown that PK-GEVD-DANSE can be adopted for distributed combined AEC and NR in a WASN. It has also been shown that PK-GEVD-DANSE algorithm performing simultaneous updates in the nodes converges to the PK-MWF algorithm. The performance of the algorithms has been verified in terms of AEC quantified with the ERLE, as well as in terms of NR quantified with the SNR.
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