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Abstract—We propose a method for improving the noise robustness of an end-to-end automatic speech recognition (ASR) model using attention weights. Several studies have adopted a combination of recurrent neural networks and attention mechanisms to achieve direct speech-to-text translation. In the real-world environment, however, noisy conditions make it difficult for the attention mechanisms to estimate the accurate alignment between the input speech frames and output characters, leading to the degradation of the recognition performance of the end-to-end model. In this work, we propose noise-robust attention learning (NRAL) which explicitly tells the attention mechanism where to “listen at” in a sequence of noisy speech features. Specifically, we train the attention weights estimated from a noisy speech to approximate the weights estimated from a clean speech. The experimental results based on the CHiME-4 task indicate that the proposed NRAL approach effectively improves the noise robustness of the end-to-end ASR model.

Index Terms—Attention mechanism, noise robustness, speech recognition, deep neural networks

I. INTRODUCTION

In recent years, extensive research attention has been devoted to developing a single deep neural network (DNN)-based end-to-end automatic speech recognition (ASR) model [1]–[5]. Various models and approaches have been proposed for enhancing the performance of the end-to-end ASR model such as recurrent neural networks (RNNs) with encoder-decoder architectures [6] and attention mechanisms [7], subsampling techniques [4], [8], [9], joint training with connectionist temporal classification (CTC) [10], and transformer with self-attention networks [11], [12].

Although the end-to-end ASR model is almost as effective as the traditional hybrid system [13], the end-to-end ASR model is known to be vulnerable to noise [10]. Because the end-to-end model is trained solely on paired speech and text data, the alignment estimated by the attention mechanism can be easily corrupted due to variations in the structure of acoustic signals arising from various sources, e.g. noises, channels, and speakers. To absorb these variations, the end-to-end model requires a large amount of data based on various conditions.

Making the ASR system robust against these variations is a long-standing research topic [14]. Several attempts have been made to deal with noises. For instance, some approaches have trained DNN-based acoustic models to be robust against noises by introducing additional noisy data recorded in different conditions [15] in a multi-style training manner [16]. Augmenting training data by simulating noises sampled from noisy datasets [17] has also proven to be effective at improving the performance of ASR [18] and other fields related to speech processing [19]. Other approaches to improving the noise robustness of DNN-based acoustic models are making bottleneck features, the outputs of a hidden layer, invariant to noise [20], [21]; some studies have proposed that an adversarial training technique be adopted in DNNs [22]. Several works have focused on improving the noise robustness of the end-to-end ASR model. [10] trained an attention-based encoder-decoder model using an auxiliary task of CTC [23], with the aim of resolving the corruption of attention alignments caused by noisy speech. Using a pair of clean and simulated noisy speech, [24] made the model’s hidden representations invariant to noise by making the representations from noisy speech approximate ones from clean speech.

Our work aims to train a noise-robust end-to-end ASR model by making the attention weights estimated from a noisy speech approximate the weights estimated from a clean speech. In the end-to-end ASR model, the attention mechanism works as to estimate an alignment between the encoded speech frames and output characters. The alignment is expected to be consistent, even if noise is superimposed on the input clean speech to artificially convert it into noisy speech. We introduce a constraint that makes corrupted attention weights from noisy speech approximate the aligned weights; then, we explicitly tell the model where to “listen at” in the encoded speech frames that are relevant to producing each output. [24] trains a model to map both clean inputs and their noisy counterparts onto the same point in the representation space, making the model to produce close hidden representations between the clean and noisy speech. Although of all the existing related study, this approach is the most similar to ours, ours differ in the sense that we attempt to produce the same attention alignments between the paired data. Rather than coercing noisy speech into being mapped onto the same representation space as clean speeches, the proposed training furnishes the model with more abstract guides, leaving its parameters sufficiently flexible to be trained on noisy speech.

The rest of the paper is organized as follows. The proposed noise-robust attention learning (NRAL) framework is introduced in Section 2. Integration of the previous work [24] into NRAL is described in Section 3. The effectiveness of NRAL is evaluated based on the CHiME-4 task in Section 4. Finally, the conclusions are presented in Section 5.
II. PROPOSED NOISE-ROBUST ATTENTION LEARNING FRAMEWORK

Figure 1 is an overview of the proposed noise-robust attention learning (NRAL) framework. The proposed training framework explicitly teaches a model where to “listen at” in the encoded speech frames that are relevant to producing each output. The steps involved in training the model are as follows:

1) train a model using clean speech data, and obtain the aligned attention weights;
2) create a clean-noisy data pair by artificially adding noise to the original clean data; and
3) re-train the model using the simulated noisy data and the aligned attention weights.

The model trained via this proposed framework, owing to its ability to accurately estimate alignments under noisy conditions, is expected to be noise-robust. In the following subsections, we describe an RNN-based end-to-end ASR model that uses the attention mechanism and loss designed based on the attention weights in the proposed training framework.

A. End-to-End ASR model

1) Attention-based encoder-decoder: We use an end-to-end ASR model based on an attention-based encoder-decoder framework [3]. Unlike conventional ASR frameworks, this framework does not make any conditional independence assumptions; rather, it autoregressively estimates the posterior probabilities at each time-step conditioning on previous labels:

$$P(Y|X) = \prod_{n=1}^{N} P(y_n|X, y_1:n-1), \quad \text{(1)}$$

where $X = \{x_t\}_{t=1}^{T}$ denotes the input speech frames with $T$ length, $Y = \{y_n|y_n \in \{1, ..., K\}\}_{n=1}^{N}$; the output characters with $N$ length; and $K$ distinct labels, including special the start-of-sentence (sos) and end-of-sentence (eos) tokens.

The model consists of three networks: encoder, attention, and decoder.

$$H = \text{Encoder}(X), \quad \text{(2)}$$

$$c_n = \text{Attention}(s_{n-1}, H), \quad \text{(3)}$$

$$y_n \sim \text{Decoder}(c_n, y_{1:n-1}). \quad \text{(4)}$$

The encoder converts the input speech frames $X$ into a sequence of high-dimensional representations, $H = \{h_t\}_{t=1}^{T}$, as in Eq. (2), where $L$ is the number of frames of the encoder output. Then, the attention network calculates a context vector, $c_n$, as shown in Eq. (3), based on the encoder output $H$ that are relevant to producing outputs in a decoder state, $s_{n-1}$. Finally, given the context vector, $c_n$, and previous character outputs, $y_{1:n-1}$, the decoder generates a character, $y_n$. The network architecture consists of a VGG layer incorporated into the bidirectional long short-term memory to model the encoder [9] and an LSTM [25] to model the decoder.

Based on the cross-entropy criterion, the objective function of the model is calculated as follows:

$$\mathcal{L}_{\text{char}}(X) = -\log P(Y^*|X) = -\sum_{n=1}^{N} \log P(y^*_n|y_{1:n-1}), \quad \text{(5)}$$

where $y^*_n$ denotes the ground truth of the character at $n$ step.

2) Location-based attention mechanism: For the attention mechanism of the end-to-end model, a location-based attention mechanism [3] is adopted. The location-based attention mechanism utilizes the alignment produced at the previous time step, $a_{n-1}$; Eq. (3) is revised as follows:

$$c_n = \text{Attention}(a_{n-1}, s_{n-1}, H). \quad \text{(6)}$$

The following equations represent the process of computing the attention weight, $a_n$, and the context vector, $c_n$, at time step $n$:

$$f_n = F \ast a_{n-1}, \quad \text{(7)}$$

$$e_{n,t} = w^T \tanh(Ws_{n-1} + VH_t + Uf_n + b), \quad \text{(8)}$$

$$a_{n,t} = \frac{\exp(\alpha e_{n,t})}{\sum_{i=1}^{L} \exp(\alpha e_{n,i})}, \quad c_n = \sum_{i=1}^{L} a_{n,i}h_i. \quad \text{(9)}$$

where $F$ is a trainable convolutional filter; $\ast$ denotes convolution; $w, W, V$, and $U$ are trainable matrices; $b$ is a trainable bias parameter; and $\alpha$ is a sharpening factor [3].

B. Proposed noise-robust attention learning using attention weights

Based on the assumption that the input speech frames and output characters align consistently, the attention weights learned from the clean speech can be used as meaningful information in improving noisy speech training. Given clean speech frames, $X = \{x_t\}_{t=1}^{T}$, and their noisy counterparts, $X' = \{x'_t\}_{t=1}^{T}$, the corresponding attention weights at time step $n$ are represented as follows: $a_n = \{a_{n,l}\}_{l=1}^{L}$ and $a'_n = \{a'_{n,l}\}_{l=1}^{L}$. Here, because each attention weight is calculated using Eq. (9) based on softmax, $a_n$ and $a'_n$ can be regarded as multinomial distributions. Based on this assumption, we
define a loss between the attention weights using the Kullback-Leibler divergence, and the attention loss is calculated as follows:

$$\mathcal{L}_{\text{att}}(X, X') = \sum_{n=1}^{N} D_{KL}(a_n||a'_n),$$

(10)

$$= -\sum_{n=1}^{N} \sum_{l=1}^{L} a_{n,l} \log \frac{a_{n,l}}{a'_{n,l}},$$

(11)

The proposed training framework aims to optimize the function that consists of the character classification loss in Eq. (5) and the attention loss in Eq. (10) as follows:

$$\mathcal{L}_{\text{NIRAL}}(X, X') = \mathcal{L}_{\text{char}}(X') + \lambda \mathcal{L}_{\text{att}}(X, X'),$$

(12)

where $\lambda$ denotes the tunable parameter that controls the weight for $\mathcal{L}_{\text{att}}$.

III. INTEGRATION OF INVARIANT REPRESENTATION LEARNING

Similar to the training method proposed in this study, [24] proposes the invariant representation learning (IRL) whereby a model is trained to map both clean inputs and their noisy counterparts onto the same point in the representation space. Given clean speech frames, $X$, and their noisy counterparts, $X'$, the encoder output $H'$ is expected to approximate $H$ by optimizing the following objective (IRL-E):

$$\mathcal{L}_{\text{IRL-E}}(X, X') = \beta d_{L_2}(H, H') - \gamma d_{\text{cos}}(H, H'),$$

(13)

where $d_{L_2}$ is the $L_2$ distance, $d_{\text{cos}}$ is the cosine distance, and $\beta$ and $\gamma$ are the tunable parameters that control the weights for $d_{L_2}$ and $d_{\text{cos}}$, respectively.

In addition to the encoder layer, the hidden states of the decoder layers, $s'_n$, are also penalized based on $s_n$, using the same criteria as in Eq. (13); the outputs are defined as (IRL-C) as follows:

$$\mathcal{L}_{\text{IRL-C}}(X, X') = \mathcal{L}_{\text{IRL-E}} + \sum_{n=1}^{N} \left[ \beta d_{L_2}(s_n, s'_n) - \gamma d_{\text{cos}}(s_n, s'_n) \right].$$

(14)

The only difference between the IRL and NRAL lies in the choice of where the difference between clean speech and its noisy counterpart is penalized in the model. Rather than coercing the hidden representations map onto the same representation space, we make the attention mechanism produce the same alignment. The proposed attention-based loss is expected to provide the model with more abstract guides, leaving it with sufficient flexibility to train on noisy speech. As the attention weights work on aligning the inputs and outputs, they provide explicit information to the model on which input speech frames are strongly related to the output characters, thereby enabling the model to learn the relations more effectively. We also attempt to combine the NRAL and IRL losses to verify if the model became more noise-robust as a result. To this end, the objective of the combined losses is defined as follows:

$$\mathcal{L}(X, X') = \mathcal{L}_{\text{NRAL}}(X, X'; \lambda) + \mathcal{L}_{\text{IRL}}(X, X'; \beta, \gamma).$$

(15)

Note that $\lambda$, $\beta$, and $\gamma$ are the hyper-parameters for each loss function.

IV. EXPERIMENTS

To evaluate the effectiveness of the proposed noise-robust attention learning framework, we conducted speech recognition experiments to compare different end-to-end models. All the models were evaluated based on the character error rates (CERs). The effectiveness of the model itself when there was no external knowledge, such as the ones provided by language models, was evaluated.

A. Datasets

The comparisons were conducted using WSJ1 and WSJ0 [26], [27] as the clean speech corpora, and CHiME-4 [28] as a noisy speech corpus. The details of each corpus are presented in Table I. CHiME-4 was recorded using a tablet device in everyday environments: a cafe, a street junction, public transport, and a pedestrian area. It was composed of two types of data: real data (tr05_real), utterances of actual speakers recorded in real noisy environments, and simulated data (tr05_simu), generated by artificially adding noise to WSJ0. tr05_simu was used as the noisy data in all the experiments. WSJ0 and tr05_simu were used as the data pair in the proposed training framework. The evaluation was performed using the CHiME-4 evaluation sets, including “et05_real_isolated_1ch track” and “et05_simu_isolated_1ch track”. The hyperparameters were tuned using the CHiME-4 development sets, including “dt05_real_isolated_1ch track” and “dt05_simu_isolated_1ch track”.

For the network inputs, 80-mel-scale filterbank coefficients with a 25-ms analysis window and a 10-ms window shift were extracted from all the raw speech data.

B. Experimental Setup

All the experiments were conducted using the ESPnet [29] CHiME-4 recipe. In the end-to-end ASR model, the encoder was a three-layer biLSTM with 1024 units; its input was downsampled using the VGG layers. The decoder was a one-layer LSTM with 1024 units; the attention mechanism utilized was a location-based mechanism [3]. The network was trained using AdaDelta, and early stopping was applied, based on the
loss on a development set. All the hyperparameters, including \(\lambda\), \(\beta\), and \(\gamma\), were tuned using the development set. To decode the models, the beam search algorithm with a beam size of 30 was used.

**C. Models Evaluated**

The following models were evaluated:

- **Clean**: A model trained on clean speech;
- **Multistyle**: A model trained on clean and noisy speech;
- **NRAL**: A model trained on noisy speech using the attention loss in Eq. (12); (When the model was trained using \(\lambda = 0.0\), it was simply fine-tuned on noisy speech; the proposed attention loss was not used.)
- **IRL-E** [24]: A model trained on noisy speech using the encoder loss in Eq. (13).
- **IRL-C** [24]: In addition to IRL-E, a model trained on noisy speech using the decoder loss in Eq. (14).

We also evaluated models trained using a combination of the NRAL and IRL losses in Eq. (15).

**D. Results**

Table II lists the CER for the CHiME-4 development and evaluation sets. For **Clean**, because noisy data were not included during training, the error rates were obviously worse, compared to those of the other models. By incorporating noisy speech into the training of the architecture and objective function of the same model, the **Multistyle** approach significantly outperformed **Clean**. Figure 2 shows the result for the multi-task learning framework for \(L_{\text{char}}\) and \(L_{\text{att}}\), defined in Eq. (12). For **NRAL** with \(\lambda = 0.0\), the pretrained model (**Clean**) was simply adapted to the noisy speech, as a result of which it outperforms **Multistyle**. The proposed attention loss with \(\lambda = 0.1\), **NRAL**, outperformed the same model with \(\lambda = 0.0\). Furthermore, incorporating IRL-E and IRL-C into our proposed attention loss significantly improved the performance of the models. **IRL-C+NRAL** outperformed the other models. The values for the parameters, \(\beta\) and \(\gamma\), were set to 1.0 and 1.0, respectively.

Figure 3 shows the impact of the attention weights between the encoded speech frames and output characters on the evaluation data with two different simulation noises. Note that the **Ideal** weights were extracted from the **Clean** model with the clean speech. Considering the weights in Figure 3(a), **NRAL** appeared to be effective at estimating reasonable alignments; the results for the **Clean** and **Multistyle** on the other hand had partially corrupted alignments. Considering the weights in Figure 3(b), estimating the alignments for the audio was rather challenging by looking at the weights for **Clean** which are completely corrupted. Although the weights for **NRAL** were partially corrupted, compared to **Ideal**, its estimated weights were much clearer than those of **Multistyle**.

**V. Conclusions**

This study presented a learning framework for improving the noise robustness of the end-to-end speech recognition network. Toward this end, we made the attention weights estimated by the clean speech approximate that of the noisy speech. The experimental comparisons based on CER revealed that the proposed training framework effectively improved the noise robustness of the model. The errors could be further improved by combining the loss that penalizes the hidden representations.

In the future, we plan to investigate the effectiveness of the proposed training framework on a multi-tasking model with connectionist temporal classification.
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## TABLE II

Character error rates (%) for CHiME-4 development and evaluation sets

<table>
<thead>
<tr>
<th></th>
<th>dt05_simu</th>
<th>dt05_real</th>
<th>et05_simu</th>
<th>et05_real</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Clean</strong></td>
<td>73.4</td>
<td>72.6</td>
<td>79.1</td>
<td>82.3</td>
</tr>
<tr>
<td><strong>Multistyle</strong></td>
<td>21.3</td>
<td>23.2</td>
<td>29.4</td>
<td>34.3</td>
</tr>
<tr>
<td><strong>NRL (λ = 0.0)</strong></td>
<td>20.0</td>
<td>22.1</td>
<td>29.0</td>
<td>33.7</td>
</tr>
<tr>
<td><strong>IRL-E [24]</strong></td>
<td>19.8</td>
<td>21.8</td>
<td>28.2</td>
<td>33.0</td>
</tr>
<tr>
<td><strong>IRL-C [24]</strong></td>
<td>19.1</td>
<td>21.0</td>
<td>28.5</td>
<td>32.8</td>
</tr>
</tbody>
</table>

**Ideal Clean**

- **NRAL** (proposed) 20.0 22.1 29.4 34.3
- **NRAL** (λ = 0.1)  19.3 21.5 28.8 33.1

**Ideal Multistyle**

- **NRAL** (proposed) 20.0 22.1 29.4 34.3
- **NRAL** (λ = 0.1)  19.3 21.5 28.8 33.1

**Clean (a) F05_443C020J_PED_Simu (pedestrian area)**

**Clean (b) F05_442C020Z_STR_Simu (street junction)**

![Fig. 3. Attention weights for noisy speech with various simulated noise](image)
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